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Abstract: The house price index compiled by Statistics Nedinels relies on the Sale
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where the appraisals serve as auxiliary informaitioa generalized regression (GREG)
framework. An application on Dutch data demonssrdat, although the GREG index
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1. Introduction

When attempting to construct constant-quality hqusee indexes, statistical agencies
face a number of problems. First, exact matchingroperties over time is problematic
as their quality will likely have changed; housepikciate and they may also have had
major repairs, additions or remodelling done tarthén other words, every property in
each period can be viewed as a unique good. Settentiyrnover of houses is generally
low compared to the housing stock and the mix opprties sold changes over time, so
a quality mix problem arises. Third, there is oftetack of data on characteristics. Data
availability issues have implications for the cleoaf measurement method.

Three main types of house price indexes can bedfouthe literature: median or
mean indexes, repeat sales indexes and hedoniesid&d median (mean) index tracks
the change in the price of the median (mean) htrasked from one period to the next.
This method is problematic in that the charactiesstf, e.g., the median house changes
over time. The problem is often tackled by stratifythe samples according to region,
type of dwelling, etc., a procedure which is alsowkn asmix adjustmentStratification
obviously requires additional data.

Repeat sales methodddress the quality mix problem by restricting daga set
to houses that have been sold twice or more dih@gample period. This ensures that
‘like is compared with like’, assuming that the tyaof the individual houses remains
unchanged. Repeat sales methods are based onsregsewhere the repeat sales data
pertaining to different periods are pooled. A ptirdrawback is revision; when new
data is added to the sample, previously computddximumbers will changelhe
repeat sales method is originally due to Bailey,ttMand Nourse (1963). Case and
Shiller (1987, 1989) argue that changes in housgeprinclude components whose
variances increase with the interval of sales aropgse a Weighted Least Squares
approach to adjust for this type of heteroskedigtién alternative weighted method
has been suggested by Calhoun (1996). Jastsain(2008), using Dutch data, compare
the unweighted repeat sales method with varioughted methods and conclude that
the unweighted method performs satisfactorily.

Unlike repeat sales methodsedonic regression methodan in principle adjust
for quality changes of individual properties (indétn to quality mix changes). These
methods utilize information on housing charactesstsuch as number of bedrooms, lot
size and location, to estimate quality adjustedepmdexes using regression techniques.



Today, hedonic house price indexes are computeadaimy countries. For example, the
French statistical agency (INSEE), jointly with Geil Supérieur du Notariat, compiles
a hedonic index (Gouriéroux and Laferrére, 2009)@ss Statistics Finland (Saarnio,
2006). The UK has three hedonic house price indecaapiled by different institutes.
RPData-Rismark computes hedonic indexes for thigatagities in Australia (Hardman,
2011). Hedonic indexes come in two main varietidge time dummy method models
the log of price as a function of property charastes and a set of dummy variables
indicating the time periods. Since the data opaliods are pooled, this method suffers
from revision as well. Hedonic imputation methoddgjich estimate the ‘missing
prices’, do not have this drawbadHill and Melser (2008) discuss numerous hedonic
imputation methods in the housing context. Diewldravi and Silver (2009) and de
Haan (2010) provide a comparison between time durmanayhedonic imputation price
indexes.

A fourth approach to estimating house price indegdgbeuse of assessment or
appraisal data One option is to augment a repeat sales datgsedibhg assessment data
as estimates for past or current values of prageethiat have not been resold during the
sample period. Some of the data on which the regaas index is based would then be
pseudo rather than genuine repeat data. For motleeonse of assessment information
in a repeat sales price index and the removal pfaagal bias, see e.g. Geltner (1996),
Edelstein and Quan (2006), and Leventis (2006).therooption, which also controls
for quality-mix changes, is to combine currentiggllprices with appraisals from an
earlier period to compute price relatives in a dtéad matched-model framework. An
advantage over the repeat sales approach is et mumbers will not be revised. This
so-called Sale Price Appraisal Ratio (SPAR) methasl been applied in New Zealand
for a long time now and is currently also beingdusethe Netherlands and a few other
European countrie®ourassa, Hoesli and Sun (2007) describe the Nealadd SPAR
index which is compiled by Quotable Value, a s@atsed property valuation company.
Other studies into the SPAR method include Rossidi Kershaw (2006), van der Wal,
ter Steege and Kroese (2006), de Vaeal (2009), de Haan, van der Wal and de Vries
(2009), Shi, Young and Hargreaves (2009), and Griamel Young (2010).

In this paper we outline an alternative appraisedad method to measure house
price change. The appraisals serve as auxiliaprnmdtion in ageneralized regression
(GREG) estimation framework. GREG is a model-asdistchnique that can be used to



increase efficiency as compared to simpler estimadach as sample means (Sarndal,
Swensson and Wretman, 1992), provided that populatiformation is known for one
or more variables that exhibit a strong linear elation with the variable under study.
In our case we regress selling prices in each pieme®d on appraisals. Appraised values
are available in the Netherlands for all propertrestock in some reference period, and
we expect them to be highly collinear with sellprices. Although the method is based
on regression, the resulting price index is noédadmic index as the regression model is
descriptive rather than explanatory.

The paper is organized as follows. To set the siagBection 2 we describe the
SPAR method and its relation to the sample meamsalefprices and appraisals. Due to
compositional change and the relatively low numifetransactions, the Dutch SPAR
series exhibits strong volatility, especially fonal market segments. In Section 3 we
outline a simple GREG estimator of house price gbhaand two alternatives. The first
alternative is a stratified version of the origimatiex whereas the second one uses an
alternative model specification. Section 4 conta&ngirical evidence using Dutch data.
The GREG index numbers turn out to be very sinmiathe SPAR index numbers and
are equally volatile. In Section 5 we explain ttasult by showing that the SPAR index
is in fact an estimator of the GREG index and alnassefficient. Section 6 concludes
and suggests a topic for further research in thid.f

2. Horvitz-Thompson Estimators and the SPAR I ndex

The typical aim of survey sampling is to estimde total or (arithmetic) mean of some
variable for a finite population. In a housing @xttwe may want to estimate the total
value of the housing stock in, say, period 0. Ut denote the housing stock of size
N°® and p? the value of house (n=1,...,N°). The target to be estimated is
Ve=>"p. 1)
b
Suppose we have a sam@ consisting ofn® houses sold in the base period. If the
houses were selected by simple random sampling fh@rhousing stock) °, where
each house had the same inclusion probability, thefiorvitz-Thompson estimator

VO =(N°/n°)> pp 2)
n=1



Is an unbiased estimator of (1); see e.g. Coctlr@n7).

A natural target — though not the only possib#itfor a house price index would
be the value change of a fixed housing stock. Gmmiling on thebase period stockas
two implications: additions to the stock (mostlywiebuilt houses) should be excluded
and the price changes of existing properties shbalddjusted for quality changes, i.e.
for the impact of depreciation, renovations angesitons. For convenience we assume
that such quality changes are negligible. In tlzsecthe target price index going from
the base period 0 to the comparison peti@e0) is defined as

> p;

pot = nu°

>

nu°

®3)

with obvious notation. Suppose that we also hasanapleS', consisting ofn' houses
sold in period and assume that it is an independent random d@aw the base period
stock. The ratio of the Horvitz-Thompson estimaftine sample means) in both periods

(N°/n) > p, D pr/n'

A

ot — nos! — nos! (4)
(N°/n®) > pr D pa/n’
nas° nos?

might seem a natural estimator of our target in@xHowever, if the sampleS® and

S' are independently drawn, the variance of estim@pcan be substantial. Moreover,

an estimated ratio such as (4) has a bias thandspmn the variance of the numerator
and the covariance of the numerator and the deradori{Cochran, 1977). From an

index number perspective the issue at stake ighkanix of properties traded in period

t differs from that in period 0. That is, we are nomparing like with like.

The standard approach to estimating price indeskssron the matched model
methodology where pricep. and p|, are observed for a fixed panel of items. The use
of panel data ensures that like is compared wki dind will reduce the variance of the
ratio estimator becausp? and p, are typically positively correlated. However, (88e
the sampless® and S' are extraordinary large, there will only be fewtoh@d houses,
if any. Hence, while pricep; are observed for the houses belongin@tpfor most of
those houses the base period pripésare ‘missing’. What may be available instead are
government assessmera$. We could use these as base period values anttecttse
following (pseudo) matched-model estimator of hgusee change:



> py/nt
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A problem associated with estimator (5) is that blase period index number
will differ from 1 because the appraisa§ differ from the selling pricegp’. Rescaling

(5) by dividing it by its base period value is @vimus solution, yielding

Sopyint| > prin® N Sopyint| > al/n

50t _— nOst nOS® — nost nos? (6)
SPAR — -

dYad/n'| Y an dopd/n®| >ad/n

nOst n0s? nos? nost

Note that the rescaling factor is stochastic, as d ratio of sample means for the base
period, and will increase the variance of (6) asgared to the estimator given by (5),
depending on the correlations between the appsasal the selling prices. Details can
be found in de Haan (2007). But we cannot circurbvescaling since a price index that
does not start at the value 1 would be meaningless.

Expression (6) is called a Sale Price AppraisalR@PAR) index. The SPAR
method has been applied in the Netherlands sinteada 2008 to measure the price
change of owner-occupied dwellings. As mentionetiegawe assume that the SPAR
index aims at tracking the price change oflibesing stockwhich is a measure of the
change in wealth. In the context of the Harmoniretex of Consumer Prices on the
other hand, the house price index should measergribe change of thieouses sold
during the base period (Makaronidis and Hayes, 2B06ostat, 2010). Under the latter
concept there would be no sampling involved ifti@hsactions are recorded and used in
the compilation of the index, as is the case inNbBtherlands.

The second expression on the right-hand side oW(Bgs the SPAR index as
the product of two factors, the ratio of sample nseand a factor between brackets. As
the SPAR index is essentially based on the matohedel methodology (using base
period appraisals instead of sale prices), thigofaadjusts the ratio of sample means for
changes in the quality mix of the samples that obatween period 0 and pericdA
potential problem is that the SPAR indexnist a panel-type estimatoA SPAR time
series, say for periods=0,...,T , might therefore suffer from short-term volatilitpe

to mix changes, especially when the number of sallesv.



3. Generalized Regression Estimation

3.1 A Simple GREG Method

In this section we will outline an alternative apach to measuring house price change
that makes use of appraisal data. The appraisalssaove as auxiliary information in a
generalized regression (GREG) framework. Consigerfallowing simple two-variable
linear regression model:

py=a’+p%) +¢;, (7)

where £° is the error term. Unlike hedonic regression medehich postulate a causal
relation between the selling prige’ and a set of characteristics relating to the sirec
and the location of the housing units, this modedsinot say anything about how house
prices are generated; equation (7) is merely argiise model.

Estimating model (7) by least squares regressiom@mlata of sampl&° yields
predicted prices

e =a°+ /5. 8)

The regression residuals forld S°are € = p? — p°. Assuming random sampling, as
before, we can write the Horvitz-Thompson estimaEr[DSO p?/n° of the mean value

> o brIN°as

S0 =>pln®+ > el /n® =4+ al/n+ > el /n°. (9)

nos? nas? nos? nos? nos®

a’/n°, by its population counterpart

n

Replacing the sample average of appraisil“ﬁmso

znwoaﬁ I N° yields the generalized regression (GREG) estimator
Plrec =G°+B° > alIN®+ > el /n® = > p2INC + > el /n°. (10)
nu ° n0s? nu° n0s?

Model-assisted sampling theory shows that GREGnestirs areasymptotically
design unbiase@Sarndal, Swensson and Wretman, 1992), irrespgeofithe choice of
regressors. Unless the sample would be small, ieedan be neglected. It is obvious
that the GREG estimator (10) will be more efficienin the sense that it has a lower
variance — than the Horvitz-Thompson estimator £8).a result, the GREG estimator
will usually outperform the Horvitz-Thompson estimain terms of the mean square
error (the sum of the variance and the squared.bias



The same procedure can be applied to the compapeseodt. After estimating
the model

p,=a' +f'a) +¢, (11)

through least squares regression on the data afuifient period sampl&', we obtain
predicted prices

b =a' +f'ay, (12)
which lead to the GREG estimator of the mean vafube housing stock in periad
Ploea =@ + 4 Y alIN'+ Yei/nt = 3 B /N + Y /' (13)

nou' n0os® nou'* nost
where e, = p, - P, denote the periotiregression residuals. For a fixed housing stock
we haveU' =U", henced .  .ar/N'=)_ ,al/N°, and it follows that

nut N
Pires =G' + 8 > @l /N + e /n = Y pLINC+ el (14)
nu°© nost nu© nost

The GREG estimator of house price change resutiplgifrom taking the ratio
of equations (14) and (10):

~ at+pa’+>ye/n Y p /N +> e /n

F‘,or _ Pgres _ nOst — n° nOs! (15)
GREG — = A ~0— - ~0 0 07,0
Pores a°+,8°a°+2er?/no ZDn/N +Zen/n
n0s? nu° nos®

wherea® =) _ ,a’/N°. Some additional small sample bias will be intrcetii due to
the non-linear (ratio) structure. When using Ordyrizeast Squares (OLS) regression to
estimate the models (7) and (11), the unweightetht&ameans of regression residuals
in (15), > _.er/n° and)’ el /n', will be equal to 0 and the GREG index reduces
to

> Py /N°

ISOt — nu° - at +}ét§0 = a'/a’ +ﬁt (16)
GREGOLS z f)r(])/NO C’)\'O +ﬂ050 C')‘,O/EO +ﬂ0
nu°©

As the first expression on the right-hand sidel®) (ndicates, the (OLS) GREG
approach essentially imputes prices pertainindnéobtase period and the current period
using equations (8) and (12). The difference whih htedoni@ouble imputatiommethod
is twofold: a descriptive model, not a hedonic deaysed to estimate predicted prices —



so that we cannot speak of unbiased predicted oricend prices are imputed for all
houses of the housing stock instead of the subfsetmpled houses.

3.2 Properties of the GREG Index

The (OLS) GREG index has several properties woehtraning. First, the computation
of the GREG index is very simple. Once the popatatnean of appraisa@® and the
base period regression coefficient§ and ﬁ’o have been calculated, all that is needed
IS running a regression each month of selling gregainst appraisals and plugging the
coefficients@' and ,fS’t into (16). Note that the GREG index can be writhsra pseudo
chain index:

_guyat+p _ L oatiat+p

pot - J - a7
GREGOLS ~ 20 0 +5° Mgzt g

This can be helpful in practice, particularly whesw appraisal data becomes available.
New appraisal data often becomes available tottiestical agency with a considerable
time lag, up to more than a year. There are tweams for using the latest appraisal
information. The quality of the appraisals may ioy@ over time, which seems to have
been the case in the Netherlands (de \etesl, 2009). Also, the assumption of a fixed
housing stock can be relaxed so that newly-budpprties can be incorporated through
chaining; the resulting chained GREG index takesdinamics of the housing stock
into account. The same advantages of chaining ajpthe SPAR method. Suppose
new appraisals, relating to peridd(0<T <t), are available in perioti+1. The time
series can then be updated through chain-linkirg,lby multiplying ﬁg;EGOLS by the
month-to-month changéd™*/a" + ™) /(@' /a" + B'), where the coefficients now
pertain to a regression of selling prices on th@&pel appraisals.

Secondstandard errorsof the GREG index can be estimated rather easitygu
the variance-covariance matrix of the regressiaeffaoents, which is standard output
of most statistical packages. An expression forajtygroximate standard error is derived
in the Appendix. The standard error of the GREGindepends on the goodness of fit
(R?) of the regression model. It is most likely tHRt for the base period regression is
higher than that for the current period regressidims is because we expect to find a
strong linear relation between appraisals and@ades in the appraisal reference period

while in later periods this relation will probalbe weaker due to differing price trends



across different types of houses or regiofise derivation of approximate standard
errors for the SPAR index is a bit more complexaoise there is an additional source of
sampling error, namely the sampling variabilitytbé mean appraisals; see de Haan
(2007).

The latter point brings us to the third propertytiod GREG index, namely its
dependence on trguality of the appraisal data-or two reasons at least the appraisals
may not exactly represent the transaction pricesiguihe base period so that the model
fit is not perfect(R* < 1) The assessment authorities may not have (rea) ticcess to
the actual sale prices and therefore have to ntae awn judgements based on other
information. But even if they knew the selling @s¢ the authorities may still decide to
make adjustments when determining the propertyeglit can be argued that selling
prices do not always properly measure the unknowarket values — which can be seen
as a latent variable — and tend to be more voldtil¢his respect, Francke (2010) and
others have used the term transaction noise.

The way in which the appraisals have been deteanivi# affect the standard
error of the GREG index. As long as the qualityhef appraisal data is the same for all
houses in stock, no bias arises since the appasa} serve as an auxiliary variable in
regressions run on the sampl& and S' of properties sold in periods 0 arid
(t=1...,T). However, in general we expect the quality ofdperaisals to be higher for
properties belonging to the appraisal referenceepperiod samplé&®, although this
will most likely differ across valuation methods. the Netherlands the properties are
assessed for tax purposes, both for income taxaoad taxes. The municipalities are
responsible for the valuations. Several municigaitvalue the houses which are sold
during the reference period (January) by the ggltince. Houses which were not sold
are sometimes valued by comparing them to simidattetd houses. Some municipalities
apparently use a form of hedonic regression toevtie houses, but the methodology is
unfortunately not made publicly available. For mor@rmation on the Dutch appraisal
system, see de Vries al (2009).

So far we have assumed that the quality of theviddal houses stays the same
over time. This is a strong assumption. Thus, theth property — and most important
drawback — of the GREG method is that the resulpinge index suffers fronguality
change biassince explicit quality adjustments are not carwed. The same drawback
holds true for the SPAR method and for the standepeéat sales method. In principle,



hedonic regression methods can deal with the guatiange problem, although it may
prove difficult to control for all relevant priceetermining characteristics, in particular
micro location. The SPAR method automatically colstifor micro location, provided
of course that the appraisals sufficiently accdaonthis, as it is based on the matched-
model methodology where the matching is done aatlizess level.

3.3 Alternative GREG Estimators

Statistics Netherlands not only computes housee pridexes for the whole country but
also for segments of the housing market, accortbriype of house (family dwellings
and apartments) and region (provinces and largesgitmainly because of user needs.
Another motivation behind stratifying the sample te to mitigate the effect sample
selection biasThis type of bias may arise if the set of hous®d in a particular period
is not a random selection from the housing stotle mationwide index should then be
indirectly computed as a weighted average of thatsh indexes instead of directly
from all observations.

Suppose the total housing stodK is sub-divided intd< non-overlapping strata

U. of size N, (Z:le,? = N?). The target price index (3) can now be rewritten a

DI DI

— 0 K
POt nu° k=1 . - z SEPKOI ’ (18)

= 0 = K
n%"opn Zng k=1

where R =" _ . p,/Y. . P is the target price index for stratudyf (k =1,...,K).
The base period stock value shaggs=> . py/D> . Py, which serve as weights

for the stratum indexes, are unknown and have teskiemated. Assuming the variables
that define the strata are known for aldU°, a natural choice for the weights would
be the appraisal shares =angaﬁlznmoag =(N2/N°)(@?/a°). Obviously, the
stratum-defining housing variables should be inetuih the appraisal data set. In the
Netherlands address and type of dwelling are iredudhis allows a sub-division of the
population into cross classifications of locatiamdaype of dwelling. Appraisals may
not always be accurate estimates of the ‘true’ mtavklues of the individual properties
but at the stratum level we expect the accuradh@fiverage appraisals to be sufficient

for the computation of the weights.
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Statistical techniques such as GREG estimationyaieally applied to estimate
totals or means for small domains for which the benof observations is so small that
the standard errors using traditional (Horvitz-Tlp®on) estimators — in our case the
ratio of sample means — would become unacceptaphy it should be mentioned that,
even with the GREG method, the stratification schesimould not be too detailed since
that might unduly raise the variance of the stratndexes and hence of the aggregate
index. More importantly perhaps, small sample dsincrease and may become non-
negligible with very small samples.

OLS regressions of selling prices on appraisalsilshoow be run in every time
period for each stratum in order to compute theeggie GREG index. The stratified
(OLS) GREG index is

If)SottrGREG = iélglsk?gREGOLS = K %(%J ; (19)

k=L = \acla, + B
Differences in the slope coefficienf&S (s=0,t) across the strata could be the result of
sampling error or reflect a real phenomenon. Therl@an be of particular importance
for periodst which are very distant from period O as differeatising market segments
tend to show varying price trends. Whether anyedéifices in the slope coefficients
reflect a real phenomenon could be tested.

An alternative model, to be estimated on the emlata set, is one with a single
intercept term, but where th&'s are allowed to differ across the strata. gt be a
dummy variable that has the value 1 if propertyelongs to straturk and O otherwise.
In periods (s=0,t) the model

K
py=a®+> BD,,a +&; (20)

k=1
is estimated by OLS regression on the data of dingpte S°, yielding predicted prices
ps =a@°+ B2a° for nOUY. The residuals again sum to zero and the newratifitd)
OLS GREG index becomes

K _ _ K NO ~

seme Syam gy A

pot — nu° — k=Lnuy - k=1 (21)
GREGOLS z 59/ N° K .

P B°/N°  F0 $ |?
~, > P a’+y |-k

11



Model (20) is more flexible than the original modgyen by equations (7) and
(11), and could be useful if the proportionalityikeen sale prices and appraisals fails.
Estimator (21) reduces to the original GREG ind&g) (if the ﬁ,f's are all equal. In
practice this will not happen, and (21) and (16) give different answers. A common
justification for the use of GREG estimators istfeeing asymptotically unbiased, they
are relativelyrobust to model choice&so we would expect the impact of the alternative
model specification (21) to be moderate. On thewland, it is well recognized in the
literature that model dependence can be an isster @wpecific circumstances, notably
when dealing with highly variable and outlier-prguapulationsFor example, Hedliret
al. (2001) stress the importance of a careful mopetification search while Beaumont
and Alavi (2004) focus on the treatment of outlidtsvould therefore be worthwhile

examining the effect of this alternative model sfieation.

4. Empirical Illustration

For the empirical study we used two data sets fadfferent sources. The first data set
contains the sale prices of nearly all transactwinexisting houses (excluding newly-
built houses) in the Netherlands between Janua®d$@ 20d March 2009 as registered by
the Dutch land registry office. The total numberobkervations amounts to 1,126,242
or approximately 15 thousand per month. The sakr® wecorded at the time the final
agreement was made at the notary’s office, on geesa weeks after the preliminary
sale was agreed on. The second data set contailgoternment appraisals, relating to
January 2003, for all owner-occupied dwellingshie housing stock. Because addresses
are available in both data sets, we know the sabe @nd the appraisal value for each
transaction. Because the type of dwelling is alsilable, we were able to stratify by
dwelling type and location.

The first thing we did was run unstratified OLS neggions of selling prices on
appraisals, using model (14), for all 75 monthsselection of the results is listed in
Table 1; detailed empirical material is availabteni the authors upon request. Not
surprisingly, the coefficientg@t are different from zero at very low significanewéls.

In most cases the intercepds differ significantly from zero at the 5% level. &ghly
80 to 90% of the variation in selling prices ispéadned’ by the variation in appraisals,
as shown by theR® values. In other words, the correlation coeffitibatween selling

12



prices and base period appraisals ranges from t0.8095. Figure 1 shows th&?
diminishes slightly over time. As mentioned earliene of the reasons could be that
different segments of the market exhibit differprite changes. We were a bit surprised
to find though thatR? is not the highest in January 2003, being the @igak reference
period.

[Insert Table 1]

[Insert Figure 1]

Based on the above regression results, we com@REel5 price index numbers
according to equation (16). From January 2003 umiil 2008 house prices increased
by some 25% in the Netherlands but then startedltoprobably due to the financial
and economic crisis. Importantly, the GREG indexsuout to be a lot smoother than
the simple ratio of sample means as Figure 2 meleas, which is precisely what the

index has been designed for.

[Insert Figure 2]

Figure 3 compares the GREG index with the SPARxnbtegeneral the trend of
both indexes is very similar, although there appéarme a small difference by the end
of the period. Figure 4 shows that the month-tothahanges in the GREG and SPAR
indexes do not differ much either, the GREG indekg just a little bit less volatile. So
we can conclude that, at the nationwide level, bo#thods generate more or less equal
results. Note that the SPAR index in Figures 3 4nd not the official SPAR index
published by Statistics Netherlands. We computédesl base index using appraisals
for January 2003 only whereas the official indea ishained index, based on appraisals

for various reference periods; see also Section 5.3

[Insert Figure 3]

[Insert Figure 4]
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Next we stratified the data by thirteen provinced &ve types of dwellings, ran

OLS regressions per month for the resulting 65a&taad calculated GREG indexes as
well as sample means ratios. Figure 5 displaysebelts for one stratum, apartments in
the province of Friesland. Due to the relativelwlaumber of observations there are
some dramatic spikes, for instance in Septembe® 20@n the ratio of sample means
increases by 50%. Again, the GREG index is smodtiear the ratio of sample means
(but still very volatile) and strikingly similar tihe SPAR. The same picture emerges for
the other strata, so we do not present those sesult

[Insert Figure 5]

Finally, using the stratum results, we computedtsiied GREG indexes for the
whole country according to equation (19), wherelihse period appraisal shares serve
as stock value weights. As can be seen from Fi§utbere are hardly any differences
between the stratified and unstratified GREG indeseiggesting that sample selection
bias is not a major issue. Figure 6 also showscangkalternative GREG price index,
computed according to equation (21), which is base®LS regressions of the dummy
variable model (20). And again, the differenceswiite original GREG index appear to
be small.

[Insert Figure 6]

It should be noted that even within strata somesésuare still more likely to sell
than others, in particular during the crisis a808, so that some sample selection bias
in the GREG and SPAR indexes will remain. The dioecand magnitude of this bias
can only be predicted if data on property char@ties was available to estimate the
likelihood of houses to sell. Also, as was mentibearlier, a too detailed stratification
will increase both the sampling variance and srsathple bias in case the number of
houses sold is extremely low and may raise ratian teduce the mean square error of

the estimators.
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5. Discussion

5.1 Comparing GREG to SPAR

The most interesting question arising from Sectlas: why are the GREG and SPAR
index numbers so similar in spite of their veryfeiént construction methods? It is not
remarkable that the trends are similar: although@REG index does not rely on the
matched-model methodology, this index does airhe@same target as the SPAR index.
If the sample sizes’ andn' would approach the population sit&® — which in reality
will of course never happen — then both price irdeapproach the value change of the
fixed housing stock. Put differently, the two meatbare both asymptotically unbiased
or ‘consistent’.

What may come as a surprise is that the GREG iedhibits roughly the same
amount of volatility over time as the SPAR index. Uhderstand the reason why, recall
that, with OLS, the regression residuals sum to merevery time period. This implies

Doeba/n® =% pr/n®and)  p,/n"=> _ p,/n'. Forthe basic regression
models (7) and (11), the SPAR index can thus aterely be written as

At gt 0,0
z pn/n zan/n _ (a",t +Bt§0(t))/ao(t) _ é’tlao(t) +Bt

— nost nos?

FA)SO'E’AR_ ~0 7.0 0/At |~ /20, AO=00)y /=00 A0 =00 50’ (22)
dpa/n®l Y ad/n' | (G°+pB°a%)/a® 4°/a"@ + g
n0s? nOst

using (8) and (12) fon0S” andnOS', respectively, wher@®® =»" _,a/n° and

a' = ans‘ ay/n' for short. There is a striking similarity betwege last expression
on the right-hand sides of (22) and (16). The dfifierence is that the SPAR index (22)
divides the coefficientg?® and &' by the sample means of apprais@é® anda’",
whereas the GREG index (16) divides them both byfitted, non-stochastic population
meana’. Essentially, the SPAR index is a fully sampledshsstimator of the GREG
index.

Compared with the SPAR method, the GREG approastirgtes one source of
sampling error, i.e., the sampling variability bEtmean appraisals. In accordance with
generalized regression theory, we would intuitivekpect the GREG method to reduce
the sampling error of the price index and produdesa volatile time series (under the
reasonable assumption thaf®” and &' are uncorrelated across periods 0,...,T).

Put differently, while the GREG method has beenghesl as an improvement over the
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ratio of sample means, we might have expectedwtdik as a smoothing procedure for
the SPAR index also. But, as was shown in Sectjon gractice this is hardly the case.
This result can be explained as follows.

The variance reduction of the GREG index relatovéhe SPAR depends on the
value of the intercept terms from the regressionpdriods 0 and. If the regression
lines passed exactly through the origin =4° = , B)en the GREG index and SPAR
index would both be equal to the ratio of the slopefficients,ét /ﬁ’o and no reduction
in variance would be achieved. In the less extrease, wherd' anda° are close to 0
and the ratiog?' /a°, ¢'/a°”, @°/a® anda°/a*® in (16) and (23) are very small
compared toB' and 3°, the GREG and SPAR indexes will differ only slighand the
variance reduction will be marginal; see also tippéndix.

The latter is indeed what happens in practice aasbe seen from Figures 7 and
8 where the values af' /a° and 4' /3" and those of3' are plotted over time. The
ratios @' /a® and @' /a°® are remarkably similar and small as compared géogh's.
Although we cannot ignore those ratios, it is tharge in,@t that mainly drives the
GREG and SPAR indexes. The SPAR index is not orilylya sample-based estimator
of the GREG index, as mentioned above, it appeds almost as efficient.

[Insert Figure 7]

[Insert Figure 8]

5.2 TheVolatility of the Slope Coefficient

Several factors may have contributed to the vitatilf the slope coefficientgﬁ’t in our
regressions of selling prices on appraisals and@géehthe GREG and SPAR indexes.
We will briefly discuss three of these factors: péanmix change, heteroskedasticity
and outliers.

A sample of houses can be viewed as a sample afiéos, or addresses, since
houses are attached to the land they are builamange in the sample mix is nothing
else than a change in the observed mix of locataribe lowest level. Aocation mix
changeaffects the sample composition in terms of theaye quality characteristics of
the properties, such as the number of rooms, sudeea, etc. In our simple framework,
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where we observe only one (non-physical) charatierinamely the appraised value, a
location mix change boils down to a change in tra@e distribution of the appraisals.
This, together with any varying price changes aroarket segments, induces a change
in the sample distribution of the ratiqs /a;, which in turn leads to a change,fﬁ in

the two-variable regression model (11).

Other than by stratification there is little we aamabout the effect of changes in
the sample mix of locations (but stratifying by yiree and type of dwelling did not
help much), so the volatility o/f?t and therefore of the GREG and SPAR indexes, will
be difficult to reduce. Controlling for location tite address level is also impossible in
hedonic imputation methods. Here, the effect ofdtmn) mix change is mitigated by
controlling for region plus a range of physical &weristics. However, this does not
necessarily mean that hedonic imputation will pedmore stable index series than the
GREG or SPAR methods. Most standard hedonic mditié¢fe cross sectional data less
well than our model does, and the characteristiogfficients typically exhibit a great
deal of variability over time. So maybe it is natgrising that Bourassa, Hoesli and Sun
(2006) find that “the SPAR index [....] reliably tkschouse price changes, but exhibits
less volatility than index methods that require enparameter estimates.”

We can alternatively look at the variability of thlepe coefficient from a purely
statistical perspective. It is well known that inveo-variable model the OLS estimator
B can be written as

B = r(pt,a")s(—p;), (23)
s(a’)
where r(p',a° ) denotes the sample correlation coefficient inquktibetween selling
prices and appraisals, which is equal to the soumareof R?; s(p') and s(a° ) are the
corresponding sample standard deviations. A commparof Figures 1 and 8 suggests
that sudden changes R are largely responsible for the volatility gﬁ“ In December
2004 for example, a substantial dropRA coincides with a significant decrease@‘f
(and with a decrease in the GREG and SPAR indaseshown by Figure 4).

Least squares regression can either be weightedvegighted. In the absence of
heteroskedasticityi.e., when the variance of the errors is cons@ht should be used.
Weighted Least Squares (WLS) is preferred if therevidence of heteroskedasticity;
using appropriate weights, WLS will lead to morabdt coefficients than OLS. In this
case the unweighted sample sum of the residudkrslfrom zero so the estimator (15)
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has to be applied. To facilitate the interpretabbthe GREG index and the comparison
with the SPAR index, in Section 3 we assumed awaptoblem of heteroskedasticity

and restricted ourselves to OLSote that the (OLS) GREG estimator (16) remains
asymptotically design unbiased if heteroskedagtisipresent.

The most interesting form of (classical) heteroglstidity — and, given our data
set, the only form we would have been able to reduevould arise if the variance of
the errors of our regression model (11) dependethemppraisal value, being the only
regressor. However, the residuals from our OLSeggjons do not point to substantial
heteroskedasticity of this type. This is illustchte Figure 9 for three months, including
the base period (January 2003), where the salesare plotted against the appraisals;
the regression lines are also givén.be sure, we also performed the White (1980) test
This test did not point towards the presence &f filim of heteroskedasticity either.

[Insert Figure 9]

Our initial data set of sale prices and appraiselkided some obviousutliers
To estimate the GREG index we therefore made usectéaned data set that has been
prepared to compute the official Dutch house pinckex. Statistics Netherlands applies
several data cleaning procedures. Houses that seédlemore than once in a month are
excluded from the data set. To delete entry eandsoutliers that may unduly affect the
results, properties with sale prices or appraisalew €10,000 or above €5,000,000 and
properties with ‘unrealistic’ sale price-appraisatios are also removet@ihe removal of
‘unrealistic’ observations is done by looking a¢ tthistribution of the logarithm of the
sale price-appraisal ratios; all observations aetdd for which the log ratio differs
more than 5 standard deviations from the mean.nkare information, see Statistics
Netherlands (2008).

These procedures are rather arbitrary. For regmedmsed estimators such as
the GREG it is more appropriate to delete obsesaativith high leverage, i.e. to delete
those sample units that have a big impact on theession coefficients when they are
excluded from the sample. A well-known measurehia tontext is the DFBETA of a
sample unit (Cook and Weisberg, 1982). Since th&RS€an be written as a regression-
based index, this measure could be used here hsongdtect and delete outliers. The
scatter plots in Figure 9 show that the cleaned dat still contains some big outliers.
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Whether these have high leverage, and whether ragdvem will reduce the volatility
of the ,@t 's and the GREG and SPAR indexes, remains to be see

5.3 Some Further Points

The GREG method is based on the premise of a tiweding stock. That is, we have
assumed that there are no entries (e.g., newly-baises) or exits (discarded houses)
and that housing quality remains fixed over timar @oproach is non-symmetric in that
we condition on thebase periodstock. From an index number point of view we
estimate a Laspeyres price index for the housiogksivhere the quantities are all equal
to 1 because every house is treated as a unigpernpyoAn equally justifiable approach
would be to measure the price change of the cumenbd stock, which includes
additions to the stock in each period, using a €reasidex. Taking the geometric mean
of both indexes would lead to the Fisher index. Fisher index is a preferred measure
of price change due to its symmetric form. The tmcsion of a Fisher-type GREG
index is, however, infeasible since the Paaschepooent requires real time assessed
values for houses that are new to the stock, wéielobviously not available.

The assumption of a fixed (base period) housingkstan be relaxed through
annual chaining, provided that the housing stockeisissessed annually. This is the
current state of affairs in the Netherlands; inpghst, assessments were undertaken once
every three or four years. Annual updating of thpraisals might also adjust for quality
changes of the properties, to some extent at Ibasguse the updated appraisals likely
account for major repairs, remodelling and deptema

One final remark is in order. For some purposés diesirable to decompose the
overall house price index into two components: mponent that measures the change
in the price of the structure and a component thaasures the change in the price of
the land. Neither our GREG method nor SPAR andatepales methods are fit for that
purpose. Hedonic imputation methods might workwitbistanding practical problems
like multicollinearity; see Diewert, de Haan andnideks (2012) for a first attempt. If
data on structure size, plot size and other praterchining attributes became available
for all properties in the housing stock, then weuldlobe able to estimate a “hedonic
imputation GREG index”, including the land-stru&wplit. The chances of getting such
data in the Netherlands are unfortunately neglegibl
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6. Conclusion

The simple GREG method outlined in this paper, Whécbased on OLS regressions of
selling prices on appraisals, substantially redulcessolatility of a house price index as
compared to the ratio of sample means. The SPA&xigdn be viewed as an estimator
of the OLS GREG index (which itself is an estimatafrcourse) where the base period
population mean of appraisals is replaced by tinepka means in the base period and
the comparison period. Our empirical results f@ Ketherlands indicate that the SPAR
index is almost as efficient as the GREG index,nefge small sub-population$Ve
have checked this by drawing a random sample aiB@rvations each month from the
total number of monthly sales (15,000 on average¢. month-to-month changes of the
SPAR index were only slightly bigger than thosehaf GREG.

Due to compositional change of the properties gbkel GREG (and SPAR) time
series exhibit strong short-term volatility. An rease in a particular month is typically
followed by a decrease in the next month. Put dfidy, the month-to-month changes
do not tell us much about the true price changé@®housing stock which, except under
unusual circumstances, should behave smoothlynfmadved outlier detection method
might help reduce the index volatility, but theeetf will probably be limited. Applying
a smoothing procedure would seem to be an optiomeder, that will typically lead to
revisions of previously published price index nunshand the lack of revisions is one
of the strenghts of the GREG and SPAR approachasth&r option would be to reduce
the frequency of observation, for example to quaystbut that may be undesirable as
well.

From a purely statistical point of view, in our twariable model the variability
of R* seems to be responsible for a large part of thatility of the slope coefficient
and therefore of the volatility of the price indsaries. Future research could focus on
the relation between compositional changes in texfrike property characteristics and
changes inR?. As many housing characteristics are unavailakéecannot investigate
this issue with our data. Fortunately, Statistiethi¢rlands has access to a data set from
the largest Dutch association of real estate aghatamight be useful for this purpose.
This data set covers around 70% of all housingssaldhe Netherlands during 1999-
2008, includes many property characteristics arsddegn enriched with appraisal data.
In the past we already used the data set to conthbar8PAR index with various types
of hedonic indexes.
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Appendix: Approximate Standard Errorsof the GREG I ndex

The GREG index defined by equation (16) in the ntext is a ratio of two estimators,
ﬁgREG and ﬁgREG; for brevity we delete “OLS”. Using a first-ord&aylor expansion,
the variance of the index can be approximated &g ésg. Kendall and Stuart, 1976)

A~ 2 A~ A~ IS A
E(F_)EBREG):| [ Var(F_)tGREG) + Var(ﬁgREG) + Cov(r)tGREG’ F_:’gREG) (A1)
E(EgREG) {E(Pcres)} 2 E(r*_)gREG)} 2 E(Peree) E(EgREG

where E(Plres) and E(plees) denote expected values.

var(Poiee) D{

The covariance term in (A.1) is equal to O singeabsumption, the samples in
periods 0 and are independently drawn. Replacing the expectagesan (A.1) by the
estimators and subsequently taking the squardeads to the following expression for
the standard error d®%.:

~ ~ 1/2
Var(Pegec) , Var(luo) |

Sdlf)OI ) D lf)Ot = =
GREG GREG ptGREG)z ( pgREG)Z

(A.2)

Equation (A.2) can be estimated in practice us‘ﬁggEG =a° +/3’S§° (s=0,t), hence
var(piaee) = var@®) + (a®)? var(3°) + 2a° cov(@®, 3°) . Estimates of the (co)variances
are readily available in most statistical packdges the variance-covariance matrix.

Dividing (A.2) by ﬁé’;EG yields an expression for the relative standardreor
coefficient of variationCV(P2.) = sS&(P%s)/ Pes, Of the GREG index:

1/2

Z[[CV(FL):;REG)}Z+{CV(F%GREG)}2] . (A.3)

~y ~0 1/2
var(Pgrec) + var(Perec)
(r:)tGREG)Z (l_)gREG)Z

CV(Plee) O
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Of more importance is the relative standard erfah@epercentage changef the index,
i.e. CV(P%es —1) = sgP%s 1) /(P%es —1). This is generally greater tha@V(P2,,) ,
given thatse(Pes —1) = S6(Pdes) and Poeg —1< Plee.

If both regression lines almost pass through tlgigrhencea® 00 (s=0,t),
we haveP% . 04"/ 3° and (A.2) simplifies to

~ ~0 1/2
varlb) , Vafﬁﬁz)} . (A4)
(B) (B%)

In this particular case the GREG and SPAR indexeasiy coincide, so (A.4) also holds
for the SPAR index (usin@2,, rather thanP%...).

sg( If)(?;aEG) = sg( If)(?;aEG -) O IS(SI;EG|:

References

Acadametrics (2009), House Price Indices — Fa€iaion, www.acadametrics.co.uk.

Bailey, M.J., Muth, R.F. and Nourse, H.O. (1963).R&gression Method for Real
Estate Price Constructiodournal of the American Statistical Associatid8,
933-942.

Beaumont, J.F. and Alavi, A. (2004). Robust Genezdl Regression Estimation.
Survey Methodologys0, 195-208.

Bourassa, S.C., Hoesli, M. and Sun, J. (2006).rApB Alternative House Price Index
Method.Journal of Housing Economic$5, 80-97.

Calhoun, C.A. (1996). OFHEO House Price Indexed: F#ehnical Description. Office
of Federal Housing Enterprise Oversight, Washingix@.

Case, K.E. and Shiller, R.J. (1987). Prices of BHkamily Homes Since 1970: New
Indexes for Four CitiedNew England Economic Revigeptember-October, 45—
56.

Case, K.E. and Shiller, R.J. (1989). The Efficierdythe Market for Single Family
Homes.The American Economic Revier®, 125-137.

Cochran, W.G. (19775ampling Technique8® edition, New York: Wiley.

Cook, R.D. and Weisberg, S. (198Residuals and Influence in RegressiNiew York:
Chapman and Hall.

Diewert, W.E. (2009). The Paris OECD-IMF Workshap Real Estate Price Indexes:
Conclusions and Future Directions, pp. 87-116 ireMDiewert, B.M. Balk, D.

22



Fixler, K.J. Fox and A.O. Nakamura (ed$2Jjce and Productivity Measurement:
Volume 1 — Housingrrafford Press.

Diewert, W.E., Heravi, S. and Silver, M. (2009). ddaic Imputation versus Time
Dummy Hedonic Indexes, pp. 161-196 in W.E. Diewdrt,Greenlees and C.
Hulten (eds.)Price Index Concepts and MeasuremeéMBER Studies in Income
and Wealth, vol. 70. Chicago: Chicago Universitg$3r

Diewert, W.E., de Haan, J. and Hendriks, R. (20I2e Decomposition of a House
Price Index into Land and Structures Components:H&donic Regression
Approach Econometric Review@orthcoming).

Edelstein, R.H. and Quan, D.C. (2006). How Does rAmal Smoothing Bias Real
Estate Returns Measuremedtiurnal of Real Estate Finance and Econom8&

41-60.
Eurostat (2010)Technical Manual on Owner-Occupied Housing for Hanmsed Index
of Consumer Prices Version 1.9. Available at

WWwWWw.epp.eurostat.ec.europa.eu/portal/page/portalldocuments/Tab/Tab/03_M
ETH-OOH-TECHMANUAL_V1-9.pdf.

Francke, M.K. (2010). Repeat Sales Index for Thiarlkéts: A Structural Time Series
Approach.Journal of Real Estate Finance and Econonds 24-52.

Geltner, D. (1996). The Repeated-Measures Regre8sieed Index: A Better Way to
Construct Appraisal-Based Indexes of Commerciap@ny Value.Real Estate
Finance 12, 29-35.

Gouriéroux, C. and Laferrere, A. (2009). Managingdbinic House Price Indexes: The

French Experiencdournal of Housing Economic&8, 206-213.

Grimes, A. and Young, C. (2010). A Simple Repeate$SaHouse Price Index:
Comparative Properties Under Alternative Data Gatiean Processes. Motu
Working Paper 10-10, Motu Economic and Public BolResearch, New
Zealand.

de Haan, J. (2007). Formulae for the Variance diaf@es in) the SPAR Index.
Unpublished manuscript, Statistics Netherlands, o (Dutch only; available
from the author upon request).

de Haan, J. (2010). Hedonic Price Indexes: A Corsparof Imputation, Time Dummy
and ‘Re-Pricing’ MethodsJournal of Economics and Statisti¢3ahrbucher fur
Nationalokonomie und Statistik), 230, 772-791.

23



de Haan, J., van der Wal, E. and de Vries, P. (RO0% Measurement of House Prices:
A Review of the Sale Price Appraisal Methddurnal of Economic and Social
Measurement34, 51-86.

Hedlin, D., Falvey, H., Chambers, R. and Kokic(#01). Does the Model Matter for
GREG Estimation? A Business Survey Examjrirnal of Official Statisticsl7,
527-544.

Hill, R.J. and Melser, D. (2008). Hedonic Imputatiand the Price Index Problem: An
Application to HousingEconomic Inquiry 46, 593-609.

Jansen, S.J.T., de Vries, P., Coolen, H.C.C.H., diamC.J.M. and Boelhouwer, P.
(2008). Developing a House Price Index for the Md#mds: A Practical
Application of Weighted Repeat Sale¥ournal of Real Estate Finance and
Economics37, 163-186.

Kendall, M. and Stuart, A. (1976).he Advanced Theory of Statistics — Volume 1:
Distribution Theory 4™ edition, London: Charles Griffin & Company.

Leventis, A. (2006). Removing Appraisal Bias frorR@peat Transactions House Price
Index: A Basic Approach. Paper presented at the @BIF Workshop on Real
Estate Price Indexes, Paris, 6-7 November 2006.

Makaronidis, A. and Hayes, K. (2006). Owner Occdgdiousing for the HICP. Paper
presented at the OECD-IMF Workshop on Real Estat®e Pndexes, Paris, 6-7
November 2006.

Hardman, M. (2011). Calculating High Frequency Aaigin Residential Property Price
Indices. Rismark Technical Paper, available at
www.rpdata.com/images/stories/content/PDFs/techmuathod_paper.pdf.

Rossini, P. and Kershaw, P. (2006). Developing aekNeResidential Price Index
Using the Sales Price Appraisal Ratio. Paper ptedeat the twelfth Annual
Pacific Rim Real Estate Society Conference, Auakl@2-25 January 2006.

Saarnio M. (2006). Housing Price Statistics atiStias Finland. Paper presented at the
OECD-IMF Workshop on Real Estate Price IndexesisP&:7 November 2006.

Sarndal, C.E., Swensson, B. and Wretman, J. (198&)el Assisted Survey Sampling
New York: Springer-Verlag.

Shi, S., Young, M. and Hargreaves, B. (2009). IssneMeasuring a Monthly House
Price Index in New Zealandournal of Housing Economic$8, 336-350.

24



Statistics Netherlands (2008). Price Index Ownauped Existing Dwellings; Method
Description. Statistics Netherlands, The Hague, ilabda at
www.cbs.nl/NR/rdonlyres/A49D8542-26EC-40FD-9093-
82A519247F4B/0/MethodebeschrijvingPrijsindexBestia¢oopwoningene.pdf.

de Vries, P., de Haan, J., van der Wal, E. and é&gd. (2009). A House Price Index
Based on the SPAR Methatburnal of Housing Economic&8, 214-223.

van der Wal, E., ter Steege, D. and Kroese B. (RODBo Ways to Construct a House
Price Index for the Netherlands: The Repeat SaleSaite Price Appraisal Ratio.
Paper presented at the OECD-IMF Workshop on Reat&®rice Indexes, Paris,
6-7 November 2006.

White, H. (1980). A Heteroskedasticity-Consistemv@riance Matrix Estimator and a
Direct Test for Heteroskedasticigconometrica48, 817—-838.

25



Tablesand Figures

Table 1. Regression results

Month Alpha t Beta t R squared
January 2003 1900.49 2.26 0.98 275.19 0.87
January 2004 5039.16 5.96 1.01 269.26 0.88
January 2005 -2555.12 2.43 1.08 237.54 0.84
January 2006 1282.14 1.41 1.11 286.39 0.87
January 2007 -7567.99 6.36 1.19 243.72 0.83
January 2008 11007.39 8.48 1.26 231.93 0.83
January 2009 16677.31 9.83 1.30 184.24 0.81
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Figure 9. Scatter plotsand regression lines
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