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Notations and abbreviations

· SR  -   Ladder Strength

· SL  -   Ladder Stability

· SU  -   User Stability

· PP  -   Placement and Protection 

· RL -   Right Ladder

· AB -   Ability

· F     -  Fall

· G     -  good management 
· A     -  average management 
· B     -  bad management
· H1   -  height of fall smaller than 5m 

· H2   -  height of fall bigger than 5m

· G1   -  soft ground
· G2   -  hard ground
· M1  -  prompt medical attention
· M2  -  delayed medical attention
· A1   -  age of fallen person less than 50 years 

· A2   -  age of fallen person higher than 50 years
· C3   -  Death 
· C2   -  Permanent Disability  
· C1   -  Recoverable Injury
· C.E – Central event
· PSBs – Primary Safety Barrier
· SSBs –Support Safety Barrier
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Chapter 1


Introduction

1.1 Abstract

Life involves risk. We spend a big part of our life at work. We would like to feel safe there. The problem of safety in the workplace is not only important for workers; it is common for all governments around the world. They are responsible for our safety. Employers are interested in this issue, because they incur costs when an incident happens. Employers have a duty to look after their employees at the workplace. This includes ensuring that those who they employ are safe at their job and that the system they work with is safe. Despite efforts, according to the European Statistics on Accidents at Work (ESAW)
, every year in the 15 Member States of the EU about 5 million workers are victims of accidents at work leading to more than three days of absence from work; furthermore, about 5000 workers die. Besides the human suffering, these accidents have a strong economic impact on business. In certain branches of industry, which are less open to occupational safety issues, occupational safety (for instance safety instruments, supervision or inspections) is still unsatisfactory. The high number of workplace accidents noted in 2001 in the Netherlands among which high percentage of accidents was serious i.e. resulting in death or hospitalization. This indicates that certain industries require additional, targeted efforts to reduce the accidents rates and lower the associated cost to society. Due to the importance of the problem, the Dutch government, in cooperation with industry in the Netherlands, has taken steps to reduce significantly occupational risk.  There exists a risk model for external safety in the Netherlands, but not for the safety of workers (internal safety).

1.2 WORM project

The aim of the project is to promote a better understanding of the genesis of occupational accidents, for use in improved targeting of safety research and injury prevention. This project is planned through the period of 2003 - 2007. The overall budget is € 12,155,000. The Ministry of Social Affairs and Employment wants to develop a model of occupational risk and wants to initiate safety campaigns to reduce risks for workers. To do this they have an inducted group consisting of about thirty-five people called WORM. WORM is the Workgroup for developing the Occupational Risk Model (ORM).  The risk model must be able to give a quantitative measure of occupational risk for a particular company. Similar programs have been carried out in the UK and Denmark; those projects have shown that pursuing either a quantitative risk model approach or a qualitative safety improvement project approach produces good results. Hence, based on the activities in the Netherlands, a combination of both approaches will be the most effective and will provide the best opportunity for a permanent reduction in accident rates in selected industries and businesses with the highest risk. 

The model of an accident can be represented by so-called “bowtie”
 diagram. The term bowtie is used to refer to a structured model of the causes and effects of events. The bowtie model is found to be quite convenient in modeling the relevant accident scenarios.  In section 2.1 we will explain exact the definition of bowtie as well as the issue regarding all its components. The WORM project aims at establishing bowties for (the most important) occupational accidents in the Netherlands. Its goal is to provide companies with sufficient tools for implementing measures to reduce the number of accidents. The 25 bowties are identified, of which most are split in sub bowties.  In order to determine the effect of risk reducing measures, the bowtie needs to be quantified. The quantification of the bowtie is done by TU Delft
, where the frequency and probability models are developed. TU Delft has extensive experience in the generation and use of quantitative data for risk assessment. This will be essential in the work packages concerned with the frequency model for this project.

To calculate the risk of accident for workers in a risk model, data is required. An important part of the WORM project is therefore to determine the amount of data and the level of details needed in the risk model in a specific situation. 
The main aims of the WORM are to deliver:

· 25 quantified bowties for occupational risk targeted by client;

· a method for calculating the occupational risks for workers;

· a method for including externally generated/controlled risks in the risk calculation for workers;                                   

· a decision making support tool to enable risk reduction measures;

· tools to enable new bowties to be built and risks calculated;

· software support;

The Ministry of Social Affairs and Employment has always aimed at preventing accidents at work but not at estimating the risk of such accidents. The objective in risk model is that in situations where external safety is involved, it will be possible to indicate how much the risk of an employee having an accident at work increases, so that the employer can take appropriate measures. Originators of this project have hoped to reduce the occupational accidents in selected occupations about 10-15% and in doing this, reduce the societal cost of these accidents. 

The Workgroup started their task with the first bowtie associated with the fall from placement ladders. The bowtie “fall from placement ladder” is just a part of the “fall from height” bowtie, which is one of the 25 bowties that have to be quantified. Bowties are not chosen randomly, they are selected according to importance and size of the problem. Falls are the leading cause of occupational fatality, as well as a major source of mortality. This is why the Placement Ladder Bowtie had priority. On the figure below the number of fatal injures to workers in the Great Britain
 is presented. They are grouped by types of accident. [image: image1.png]Number of fatal
injuries
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Figure 1   Number of fatal injuries to workers by kinds of accident 1996/97 to 2003/04 

As we see, the most common cause of fatal injury to workers is falling from height.

The twenty five bowties are listed below:

1. Falls. (subcategories: from ladders, steps and stairs, from scaffolds, from platforms & roofs etc. through openings & holes, from lifts, other falls from height, falls on the same level). 

2. Struck by a moving vehicle, robot, machine on rails. 

3. Struck by falling, dropped or collapsing object or person. 

4. Struck by flying/ swinging object. (subcategories: ejected from machine, from other object, object blown by wind, swinging object)

5. Struck or swept away by rolling or sliding object, person or liquid/slurry.
6. Struck by object carried by a person.
7. Injured by hand tools operated by yourself.
8. Contact with (trapped, entangled, cut, etc.) fixed machine. 

9. Moving person strikes against something. (subcategories: blown or thrown against, walk or step into, other contact)

10. Buried, engulfed in material (earth, fine particles). 

11. Injured in or by being thrown out of moving vehicles (usually because of loss of control of the vehicle). 

12. Contact with electricity. (subcategories: contact live objects, electric arc or discharge, lightning)

13. Contact with surface of extreme temperature (hot or cold) or open flame. 

14. Exposure to acutely hazardous substance in open containment. (spill & splash, persons contacts material: chemical, biological) 

15. Loss of containment of acutely hazardous substance from closed containment. 

16. Excessive internal overpressure. 

17. Injured in fire (burn or smoke). 

18. Acute damaging noise dose. 

19. Acute damaging ionising or non-ionising radiation. 

20. Aggression. (subcategories: human, other animal)

21. Trapped in confined/ hazardous space with life threatening properties (e.g. cold room, lack of oxygen, oven, etc) 

22. Other cases deprived of oxygen/clean air (e.g. by failure of clean air or oxygen supply). 

23. Lose buoyancy in or on water & drown. 

24. Diver related accidents (e.g. too rapid decompression). 

25. Extreme muscular exertion: while lifting or moving objects, or without load but extreme movement) 

It is important to think of the user aspects of the model right from the beginning. The Occupational Risk Model (ORM) must be an easy tool for workers and employers to use. Risk reducing measures should be implemented based on their cost effectiveness and enforceability. The cost effectiveness of barriers and other risk reducing measures is an important issue.

During the development of the ORM models and their quantification, a number of assumptions are going to be made owing to lack of data. The validity of these models and their quantification can be tested through the analysis of additional data that might become available after the development and quantification of one or more bowtie models. 

. All documents during the development stage have to be written in English, so that they can easily be spread among the other participants. For sharing files with other WORM-members, currently there is a website available that can be accessed by all WORM-members. The website address is: http://worm.viadesk.net . More information about project Worm one can find in [1] and [13].
1.3 Outline of the thesis
This thesis describes the results of a graduation project, carried out at TU Delft in the period October 2004 until July 2005, as part of the study Applied Mathematics at Delft University of Technology. It fully describes both the mathematical foundation of the applied methods and the results. People more interested in the practical application of the theory may skip section 2.1. The objective of the thesis is to summarize the results regarding analyses of the first full quantified bowtie – Placement Ladder Bowtie. 
Each accident is unique and never recurs in the same way. Even if accidents in companies have been reported well how we can group them and create the risk model? The answer to this question can be found in Chapter 2, as well as the description of the model and sources of the data necessary for its quantification.

 Some of required data was not available, but people with years of experience in these fields offered valuable information. This information will be analyzed via Expert Judgment analysis, the whole procedure of this analysis will be described in Chapter 3. This chapter is based on [11]. Methods to quantify bowties are described in Chapter 4. Results of a case study in which the methods are applied are presented and discussed in Chapter 5. The final chapter contains conclusions and recommendations. 

Chapter 2


Model

The building of the bowtie model is based on accident reports from the GISAI database. This source of data is usually imperfect. How can one create the risk model using this data?  As we said earlier each accident is different. However there are basic elements, recurred in many accidents, the task is to find out them and group all accidents according to them. In this way the bowties are created. The target of this chapter is to discuss some fundamental issues concerning the so-called “Bowtie” diagram as a pictorial representation of a model of an accident. First we introduce basic definitions, then we describe schema of constructing bowties. Next the first full quantified bowtie – the Placement Ladder bowtie will be presented. At the end of this chapter we specify what is necessary to quantify this bowtie and we introduce the sources, from which we are going to take the required data. 
2.1 Basic definitions

In this subsection we introduce some definitions regarding the model. Firstly we present the definition of risk, then we introduce the bowtie concept in a more formal fashion. We define its components and main properties.  On the end of this section we indicate why we need this model.

Risk

Risk has always been associated with probabilities (or frequencies) and consequences, often in a multiplicative form. A more fundamental approach has been given by Kaplan and Garrick
, who associated risk with probabilities and consequences related to specifically defined accident scenarios. Symbolically they express this idea in terms of an equation:
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A hazard is defined as the physical or chemical phenomenon with potential to cause harm or damage. Safeguards in our case are safety barriers6. This equation brings out the thought that we may make risk as small as we like by increasing the safeguards but may never, as a matter of principle, bring it to zero. Risk is never zero, but it can be small. 

Bowtie

A key concept and the most often used word running across the WORM project is a “bowtie”. The bowtie is a structured model of the causes and the effects of an event, the barriers
  to causes and effects and their management. 
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Figure 2   The Bowtie concept
The casual events are on the left hand side and the effect events on the right hand side of the bowtie. Hence a bowtie links events with their causes and it links events with their consequences.

Central Event

The center of the bowtie (so-called Central Event) can be described as “dangerous state”, some undesirable event with potential to harm or damage. In our case this event will be associated with an accident e.g. focus on gas, contact with electricity, collision, fire, falling from height, etc. The center event must be chosen carefully and defined in terms of the necessary precision so that the logical model preceding it can be developed in such a way that it uniquely leads to this center event and in addition the consequences of this event are uniquely defined. 

Barrier

The best protection against an accident is to reduce the risk as much as possible. One may remove the source of danger or replace it with something less dangerous. Obviously this does not eliminate the risk completely, but can to a large extent prevent an incident.  The procedure of reducing risk creates barriers between people and the source of danger. Hence the barrier is the measure taken to reduce the risk. Such barriers may fail or malfunction due to some errors (e.g. component failure or human error).

[image: image4] 

Figure 3   Barrier
The above picture presents a graphical representation of the function that a barrier has. It prevents or reduces the chance of harm or damage. 

Safety function

In order to define safety barriers which prevent the occurrence of a hazardous event the safety function should be identified.

A safety function is a technical, organizational or combined function (and not an object) that reduces the probability and / or consequences of accidents and other unwanted events in a system.
The purpose of a safety function:

· for the left hand side of the bowtie is: 

· to avoid or prevent the occurrence of a center event, 

· to limit the size of an event,

· to reduce the probability of a center event 

· for the right hand side of the bowtie is: 

· to avoid, prevent or reduce the consequences of the critical event,

· to mitigate its effects on the surroundings of the equipment.

Safety barrier
Safety barrier is a system element that prevents limits or mitigates the release of a hazardous agent. We distinguish the primary and secondary barriers:

· Primary safety barrier (denote as PSB) is a barrier that when functioning is sufficient to prevent an event; 

· Support safety barrier (denote as SSB)  is a barrier that supports the functioning of a primary barrier or prevents, limits or mitigates en event in case of malfunction of a primary barrier.
Construction of a bowtie
For the purpose of constructing the bowties, scenarios have to be determined from accident reports and incident histories (horrible stories). This section describes the way in which scenarios
 are being derived from Dutch accident data and coded into bowtie structure. Below we present example of incident history:
The victim took the top portion of an aluminum extension ladder (without safety feet), placed one end on the wet concrete floor, and lean the other end against a wall to reach the third floor area. Without attempting to tie off the ladder or secure it in any fashion, the victim began to climb the ladder. The bottom of the ladder apparently slipped on the wet floor, causing the victim to fall.
In scenario making, we distinguish two phases:

· First pass, in which based on some representative number of accident records a stable scenario structure is created. Experience shows that the picture of the bowtie is almost always complete with the analysis of the first 100 accidents. In this pass, highly qualified team members build the structure, decide on what branches to add to the structure and evaluate the management influences. After the skeleton is considered to be stable, it is distributed to the WORM team members.

· Second pass, in which after approval of the structure, all
  records for this bowtie will be mapped on to this structure. As the analysis proceeds, the first skeleton is either confirmed or modified by adding new branches, deleting scenarios which seemed logically possible but do not occur in the dataset, or modifying and enriching the pathways to cope with the complexity of the data. 
For the purpose of organizing these stories around a single type of event, which is the centre of the bowtie, the software “Story Builder” has been developed. This program is used to capture the scenarios, barriers and management tasks and influences and to indicate the paths through the structure taken by each of the accidents that are analyzed. Each accident is then represented as a pathway in the model. From this software the data (e.g. number of failures a barrier given a fall occurs) can be easily taken out. 
Bowtie versus fault or event tree
The left hand side of the bowtie (denoted LHS) represents sequences of events leading to the center event. This can be associated with the fault tree. On the other hand the right hand side (denoted RHS) represents what follows after the center event has occurred which has some similarities to the event tree.  Figure 4 shows this information graphically.  
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Figure 4   Bowtie and Trees
Why do we need this model?

The intention is to create a distinct image of the causal mechanisms in order to make a purposeful prevention.  From this model we can find out what failed and why the accident occurred. Here we will also find the cause and the working conditions influencing the incident as well as the decisions behind.
2.2  Placement Ladder Bowtie

The first part of this section presents the outline of the ladder bowtie model, determines the primary safety barriers, the support safety barriers and the management factors influencing them. Next we introduce notation, abbreviations and some assumptions used during this project. 

The following model for the Placement Ladder Bowtie
 is used:
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Figure 5   Placement Ladder Bowtie   
As we can see in Figure 5 on the left hand side we have management factor, three support safety barriers (SSBs) and three primary safety barriers (PSBs). On the right hand side we have four primary safety barriers and consequences. The whole structure is joint by central event which is in our model: fall from placement ladder. A fall from ladder is a fall which results in death or serious physical and/or mental injury that has led to hospitalization or observation (excepting polyclinical treatment) within 24 hours, as well as the suspicion exists for permanent physical or mental injury. 

In this model three primary safety functions were considered:

· provision of adequate strength to the ladder in order to carry the weight of the user and any additional loads;

· provision of adequate stability to the ladder in order to provide a support to the user; 

· provision of adequate stability of the user on an otherwise strong and stable ladder.

There are three primary safety barriers (PSB) :

1. Strength of Ladder (SR)

2. Stability of Ladder  (SL)

3. Stability of User on the Ladder (SU)
Each of these three PSB can be in one of two possible states (possible outcomes).

· Success (+)

· Failure (-) 

Assumption:

Success of all three barriers means “user completes ladder mission successfully” 

Failure of any one of these three barriers is enough for the fall. 

Without knowledge of the outcome of at least one Primary Safety Barrier the outcome of the center event cannot be determined.

The support safety barriers are:

1. Placement and Protection (PP)  
We will assume that a ladder is well Placed and Protected if all the following conditions are satisfied:

· It is placed on the surface that is even and firm;

· If placed at steep angle it is secured on the top;

· If placed at too wide angle the measures are taken to prevent sliding;

· If the ladder is long (7 or more meters) it is secured at the top and at the ground;

· The measures are taken to prevent the ladder to be hit by any object, an opening door and/or moving vehicles.

2. Right Ladder (RL) 

A ladder is called the Right Ladder for the job if the ladder satisfies the Occupational Safety and Health Regulation (Arbobesluit), Art 3.16 (Prevention of fall hazards)
:

· It is an industrial product for professional use;

· It extends at least one meter above the standing step or the exit height;

· It is tested and maintained;

· It has the proper accessories for the use on slipper surface (as in the Arbobesluit) ;

· Its steps and rungs are checked to be free from grease, oil, wet paint, mud, snow, ice, paper and other slippery materials.

3. Ability (AB) – includes all characteristics and conditions concerning the fitness and ability of the user on strong and stable ladder. A person climbing a ladder is Able to do the job if he/she:
· Climbs the ladder while facing it and keeping feet in the center of a ladder;

· Does not climb it from the side or from above the top from another ladder;

· Does not slide down the ladder; 

· Does not overreach or stand on the top rungs;

· Does not move the ladder while standing on it;

· Is well prepared to use the ladder that is has clean shoes from debris and slipper materials;

· Is not under influence of alcohol, drugs, medication;

· Does not feel sick, dizzy.

As indicated in Figure 5:

· Placement and Protection influences only one primary safety barrier, namely Stability of the Ladder. Additionally it is assumed that the probability of loosing the stability of the Ladder is lower if Placement and Protection measures are in place.

· Right Ladder influences all primary safety barriers;

· Ability influences User Stability and it is assumed that probability of loosing user-stability is lower when ability is not up to standards.
These assumptions mainly follow from definitions of these barriers and also from the fact that in this phase of the project we are interested in the simplest model. More about SSBs one can find in [4].
It is assumed that “Management” can be: Good (G), Average (A), and Bad (B) and management factors influence all SSBs of the LHS. At the time of writing this thesis the issue regarding management is still open. The project decision has been that an assessment of the management would be made through examination of the status of the eight risk management delivery systems concerning the four-function tasks associated with each barrier. 32 questions will be asked for each of the support barriers in the bowtie. On the basis of these answers the state - probabilities of the barriers will be adjusted and the bowtie will be requantified. 

On the right hand side of this model we have four primary safety barriers: 

1. Height of fall with two possible outcomes:
· H1: h < 5m; 
· H2: h > 5m;
2. Type of Surface with two possible states:
· G1: Soft ground;
· G2: Hard ground;
3. Medical Attention (M) with two states:
· M1: Prompt ; 

· M2: Delayed ;

4. Age of Fallen Person (A): with two states: 
·  A1: Age < 50 years;

·  A2:  Age >50;
And finally three levels of consequences will be used:

Consequences (C) with three states:  

1. C3: Death; 

2. C2: Permanent Disability;  

3. C1: Recoverable Injury.

It is obvious, that more barriers and connections between them can be considered for the left hand side as wall as for the right hand side of the Placement Ladder bowtie. However the first phase of this project attempts to build simple models that can be quantified with reasonable effort. In the second phase of the project one could concentrate efforts on more detailed models.
 The logical models like bowtie are models based on events with discrete outcomes, thus it was necessary to discretize the range of possible outcomes of events into a reasonable and manageable number of outcomes such that modeling distribution of outcomes of these events will not be too difficult to calculate. The idea was that categories will be valid for all falls from heights (so not only from ladders or scaffolds but also from roofs and others). Based on number of scenarios for all falls the following categories were suggested:
For height:

1. 0 m<H<=5m;
2. 2. 5m<H<=10m;
3. 10m<H<=20m;
4. 20m<H;
and for age:

1. AGES < 30 years;                          

2. >= 30 years AGES < 50 years;             

3. AGES >= 50 years.                        
However the falling heights for ladders were mostly less than 10m. So the final suggestion for the falling from ladder bowtie was H<5m and H>5m. For other types of falling incidents maybe higher heights are applicable. Also, age of victims for ladders bowtie was finally simplified to below and above 50 years. 50 years was chosen because comparable number of scenarios for ladders was noted in each of these categories. 
2.3  Data sources

In this section we specify what is necessary to quantify this model and we introduce the sources, from which we are going to take required data.

We are required to quantify the Placement Ladder bowtie. This bowtie is simple and there is no link between LHS and RHS (except C.E.) so the calculation can be done independently for the two sides. The overall calculation, that was necessary to quantify this bowtie, is presented in the Chapter 5. We are required to calculate such probabilities as:

· probability of fall given different outcomes of support safety barriers (LHS);
· probability of consequence given different outcomes of barriers (RHS).

Using easy probability rules one can express mentioned above probabilities:
· for the LHS (see formula (5.3)

), in terms of :

· probability of support safety barriers given one of the primary safety barrier lost and fall;
· probability of fall;
· probability of one of the primary safety barrier loss given fall;
· unconditional probability of different combinations of support safety barriers. 

· for the RHS as probability of PSBs
 and consequences given fall divided by probability of PSBs14 given fall (see formula (5.9)

). 
Good practice in quantifying models is to utilize all available data. That is why the first phase of the WORM project was mostly data driven. It is essential to know what kind of data is available and how this data can be used for the purpose of this project.  

The Dutch Labor inspectorate database GISAI provides the main source of quantitative data for this study. The information from accident reports was grouped according to basic elements, which recurred in many accidents and all these pieces of information were placed in the StoryBuilder. This procedure was described in the section 2.1. From this software the data is easily extracted. Outcome of barriers given fall are noted in the GISAI data. Hence based on this data we are going to create distributions which are given a fall. However in this data there are many scenarios in which some of outcomes of barriers are not noted.  We must deal with these unknowns and create distributions that best explain the data. Methods to do this will be presented in Chapter 4.   
Data from StoryBuilder contains only information regarding fall i.e. number of scenarios that lead to a fall is given and for each of these scenarios some of the outcomes of barriers are noted. To calculate the probability of a fall it is impossible to obtain information about exposure; also unconditional probabilities of SSB are needed to quantify LHS of the bowtie. Expert judgement data and questionnaires were used for this purpose. 
The idea was that expert judgement data and questionnaires are used to obtain quantitative estimates which are needed but cannot be retrieved from the GISAI or from other sources.  In the next chapter we will discuss the results obtained from the Expert Judgment exercise. Information about questionnaires (questionnaires form as well as analysis of results) can be found in [14], [15], [16]. 
We received 715 scenarios from GISAI. Is 715 scenarios enough to quantify our bowtie?  If somebody falls from a ladder, but is as fit as a fiddle then probably he will not be noted in the GISAI database. On the other hand from questionnaires we do not obtain information about high consequences scenarios. Experts are also only humans. In Chapter 5 we will see how these factors influence the final results.   

Chapter 3


 Expert Judgment

3.1 Results of Expert Judgment Elicitation - Falls from Ladders

Introduction

As mentioned in the previous chapter the Dutch Labor inspectorate database GISAI provides the main source of quantitative data for this study. However to execute the whole quantification some additional information about exposure and probabilities of SSB was needed. Hence, as in many other studies, here we must also deal with the problem of lack of data and poor information. One way to find data when there is no other way to get information is Expert Judgment Analysis. Generally speaking, Expert Judgment is recognized as another type of scientific data, and methods are developed for treating it as such. This section reports on the expert judgment elicitation carried out from the 3rd of January to the 11th of January 2005. First we present an introduction to the expert judgment exercise, and then we describe the application of this method to our study.  

Expert Judgment Analysis

The performance-based structured expert judgment methodology has been applied in many risk and reliability studies [5]. The model for combining expert judgments is called “classical” because it resembles in many ways classical statistical hypothesis testing. The following section describes the basic model for the case where experts assess their uncertainty for quantities taking values in a continuous range.

The classical performance based model for continuous variables

Experts state quantiles for their subjective distribution for each of the several uncertain quantities, say, 5%, 50%, 95%. The classical model constructs a weighted combination of expert probability assessments. These weights are based on two key performance measures, calibration and information, which are assessed on variables whose the true values are known post hoc (though not known to the experts at the time of assessment)
.  Calibration corresponds to statistical likelihood.  In the language of statistics, this is the “p-value” at which we would reject the hypothesis that a given experts’ probabilistic statements are true. Thus, low values for the calibration score (near zero) indicate low support for the hypothesis that the experts’ probability statements are accurate; high values (near one) indicate high support for this hypothesis.  Information or informativeness measures the degree to which the experts’ distributions are concentrated. 

The weights are based on the theory of proper scoring rules
 and satisfy a proper scoring rule constraint.  The weights are proportional to the product of the calibration and information scores, if the calibration scores exceed a “significance level” cutoff, which may be found by optimization.

The classical model computes “performance based” weighted combinations, but also uses the performance measures to assess the quality of other combinations. In particular, the performance of the equal weight combination is assessed. Generally, the combination exhibiting the best calibration and informativeness is recommended. 

The Expert Judgment Analysis is described in more details in the Appendix B.3 and will be performed with the help of the software “Excalibur”. Excalibur (acronym for EXpert CALIBRation) is a Windows program that allows parametric and quantile input from experts for continuous uncertain quantities and combines these according to the methods described in R. M. Cooke “Experts in Uncertainty”[see 10]. The software was developed at the department of mathematics of Delft University of Technology.  

Case Structure
In this section we describe the whole procedure of Expert Judgment to retrieve the required data. First we introduce the experts and variables of interest, and then we analyse the results which we obtained.  

Experts

In the preparation of the elicitation, the identification and selection of experts was done in consultation with project oversight. Seven experts were selected; they are people with different professions but working at the same area related with ladders. In Table 1 information about these seven experts is shown. The order in which they are presented does not correspond to the order used in the analysis of the data. 

	Name
	Short Biography

	A. Bunnik
	consultant, former manager of window cleaning company

	H. Ettema
	Labour Inspectorate, long experience in working on heights

	J. Meijer
	Contractor

	J. Schouten
	Aboma/Keboma, safety and certification institute for the construction industries

	J.Timmerman
	TNO-Bouw, research institute for the construction industries

	S.Vedral
	Skyworks, ladder and scaffolding company

	F. de Vente
	FOSAG, branch organization for painters


Table 1 Experts considered in the elicitation
Elicitation Questions

The elicitation questionnaire was designed to obtain the data required for the quantification of the Placement ladder bowtie that could not be obtained from any other sources. The elicitation format document contained basic definitions, the questions to assess the target variables and the questions to evaluate performance (see Appendix B.2). We specified 13 questions of interest (11 to 22 in Appendix B.2). Where:
· to quantify the uncertainty, as perceived by experts, in the exposure for the bowtie Fall from Ladder the questions 11-14 were used;
· to quantify the uncertainty in probability of Safety Support Barrier failure the questions 15-20 were used;
· probability of ladder missions that resulted in a fall (question 20-22);

· how specific factors may influence the likelihood of death (questions 23). This question is used to estimate dependences and not to quantify variables for an uncertainty analysis. Question #23 does not query uncertainty but rather a probability.

All the above information was required to quantify the Placement Ladder Bowtie. The result from this study will be used in chapter 5.  

Questions 1 to 10 in the elicitation questionnaire were seed questions. These are used for measuring expert’s performance and validating the performance of the combination of the experts’ judgements (Appendix B.2). With some effort, the seed (or calibration) questions were extracted from several target variables sources: 
· GISAI-data

· Other databanks 

· Journal papers

The experts at the time of the elicitation did not know realizations of these seed questions. In total we asked 23 questions. The expert judgment questionnaire is found in Appendix B.2.

Training

A training session was conducted with the experts on Dec. 20.2004.  Instructions of how the questionnaire must be filled in were described and an example was presented in order to clarify the use of quantiles. All the experts in this step were receptive to the explanations and gently cooperated. The results of the training are evaluated in the next section.

Elicitation
The experts were acquainted with the issues, study objectives and methods beforehand, and were elicited individually by two persons. A typical elicitation took 2 hours.  Each expert gave 5%, 50% and 95% quantiles for 23 uncertain quantities. Experts assessed items for which the true values were known (seed questions, 10 questions 1 - 10), in addition to variables of interest (target questions, questions 11-23).
Expert Data Analysis

All computations are determined using Excalibur. Tables and figures presented in this report are also the output generated by this software. 

Table 2 shows the calibration and information scores for the seven experts in this study.  The first two columns give the expert number; the third column gives the calibration score. 

Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  equal      DM Optimisation:  no  

 Significance Level:          0    Calibration Power:          1

________________________________________________________________________________

   Nr.| Id     |Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|

      |        |          | total    |realizatii|real|weight    |

______|________|__________|__________|__________|____|__________|

     1|1       |  0,001102|     1,671|     1,895|  10|  0,002089| 

     2|2       |5,596E-005|     1,888|     1,794|  10| 0,0001004|    

     3|3       |9,874E-005|     2,518|     1,089|  10| 0,0001076|    

     4|4       |1,067E-006|     2,017|     1,978|  10|2,109E-006|    

     5|5       | 0,0005987|     1,253|    0,9288|  10| 0,0005561|    

     6|6       |   0,00131|     2,351|     1,801|  10|  0,002359|    

     7|7       |5,446E-008|     2,072|     1,539|  10|8,381E-008|    ________________________________________________________________________________

                                                                        (c) 1999 TU Delft

Table 2 Calibration and information scores for experts.

The information scores for all items and for the seed items are shown in columns 4 and 5 respectively. The difference between the two columns is that in column 5 the information score is shown only for the calibration variables (10 in total as shown in column 6), while the previous column shows the information score considering all variables. The last column gives the “unnormalized weight”; this is the product of columns 3 and 5. If this column were normalized and used to form weighted combinations, experts1 and 6 would be most influential. The numbers in Table 2 show that our experts are poorly calibrated. The worst calibrated expert is expert #7, the calibration scores for experts #1,#6 are the best. 

Combination

There are two combination schemes to combine all experts’ assessments into one uncertainty assessment. The combined distributions are weighted sums of the individual experts’ distributions, with non-negative weights adding to one. Different combination schemes are distinguished by the method according to which the weights are assigned to densities. These are termed here as "decision makers". Three decision makers are described below.

Equal weight decision maker

The equal weight decision maker (Table 3) results by assigning equal weight to each density. If E experts have assessed a given set of variables, the weights for each density are 1/E; hence for variable i in this set, the decision maker’s density is given by:  
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 is the density associated with expert j’s assessment for variable i.

Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  equal      DM Optimisation:  no  

 Significance Level:          0    Calibration Power:          1

______________________________________________________________________________________

   Nr.| Id     |Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|Normaliz.w|Normaliz.w

      |        |          | total    |realizatii|real|weight    |without DM|with DM

______|________|__________|__________|__________|____|__________|__________|__________

     1|1       |  0,001102|     1,671|     1,895|  10|  0,002089|    0,1429|   0,01445

     2|2       |5,596E-005|     1,888|     1,794|  10| 0,0001004|    0,1429| 0,0006941

     3|3       |9,874E-005|     2,518|     1,089|  10| 0,0001076|    0,1429| 0,0007437

     4|4       |1,067E-006|     2,017|     1,978|  10|2,109E-006|    0,1429|1,458E-005

     5|5       | 0,0005987|     1,253|    0,9288|  10| 0,0005561|    0,1429|  0,003845

     6|6       |   0,00131|     2,351|     1,801|  10|  0,002359|    0,1429|   0,01631

     7|7       |5,446E-008|     2,072|     1,539|  10|8,381E-008|    0,1429|5,795E-007

     8|Equal   |    0,3006|    0,4822|    0,4638|  10|    0,1394|          |    0,9639

________________________________________________________________________________

                                                                       (c) 1999 TU Delft

Table 3 Equal weight decision maker
Table 3 shows nine columns in total, the first one gives the number of experts including the decision maker, the second column shows the experts identification code, the decision maker is the 8th expert denoted as “Equal”. The third column shows the calibration scores for all experts and for the combination.  Equal is better calibrated than every expert individually. Weights for each expert and for the decision maker are shown in the last three columns. Column number 7 shows the product of columns 3 and 5. Since the equal weight combination has been chosen in this case, column 8 displays the same weight for all experts except the decision maker, and finally column 9 shows that when normalizing the numbers in column 7 the decision maker would get almost all the weight. 

Performance based decision maker 

Performance based decision makers are formed by weighted combinations of experts, where the weights are based on the experts’ performance.  Two performance based decision makers are supported in the software EXCALIBUR. 

· The “Global weight” decision maker using average information over all calibration variables and one set of weights for all items. 

· The “item weight” decision maker constructs weights for each item separately, using the experts’ information scores for the given item, rather than the average information score. 

The Performance weight decision maker uses performance based weights which are defined, per expert, by the product of expert’s calibration score and his(her) overall information score on calibration variables, and by an optimization
 procedure. For expert j, the same weight is used for all variables assessed. Hence, for variable i the Performance weight decision maker's density is: 
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In this study the items weights perform better than global so we present calculation only for item weight decision maker.   
Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  item       DM Optimisation:  yes 

 Significance Level:  0,0005987    Calibration Power:          1

______________________________________________________________________________________

   Nr.| Id     |Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|Normaliz.w|Normaliz.w

      |        |          | total    |realizatii|real|weight    |without DM|with DM

______|________|__________|__________|__________|____|__________|__________|__________

     1|1       |  0,001102|     1,671|     1,895|  10|  0,002089|          |  0,008598

     2|2       |5,596E-005|     1,888|     1,794|  10|         0|          |         0

     3|3       |9,874E-005|     2,518|     1,089|  10|         0|          |         0

     4|4       |1,067E-006|     2,017|     1,978|  10|         0|          |         0

     5|5       | 0,0005987|     1,253|    0,9288|  10| 0,0005561|          |  0,002289

     6|6       |   0,00131|     2,351|     1,801|  10|  0,002359|          |   0,00971

     7|7       |5,446E-008|     2,072|     1,539|  10|         0|          |         0

     8|Item    |    0,2441|     1,208|    0,9751|  10|     0,238|          |    0,9794

________________________________________________________________________________

                                                                        (c) 1999 TU Delft

Table 4 Item weight decision maker

In this case, all experts with a calibration score less than the significance level found by the optimization procedure are unweighted as reflected by the zero’s in column 7. We see that the item weight DM is slightly less well calibrated than the equal weight DM, but this is more than offset by the gain in information. We see that Item weight DMs has lower information than each expert individually but the loss of information is much less than in the case of equal weights.

Robustness

Robustness analysis addresses the question, to what extent the results of the study would be affected by loss of a single expert or calibration variable.  We compare the “perturbed decision maker” to the original by computing the relative information of the perturbed to the original decision maker. To interpret results, first we compute the relative information of each expert with respect to the equal weight combination. From Table 5 we see that these values are about 1.0

Case name : Ladders                 14/01/2005              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts and Relative Information to the DM

 Bayesian Updates: no      Weights:  equal      DM Optimisation:  no  

 Significance Level:          0    Calibration Power:          1

_____________________________________________________________________________

   Nr.|Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|Rel.Inf to|Rel.Inf to

      |          | total    |realizatii|real|weight    |total     |realiz.

______|__________|__________|__________|____|__________|__________|__________

     1|  0.001102|     1.671|     1.895|  10|  0.002089|     1.014|     1.119

     2|5.596E-005|     1.888|     1.794|  10| 0.0001004|     1.533|     1.345

     3|9.874E-005|     2.518|     1.089|  10| 0.0001076|         2|      1.01

     4|1.067E-006|     2.017|     1.978|  10|2.109E-006|     1.439|     1.184

     5| 0.0005987|     1.253|    0.9288|  10| 0.0005561|     1.184|    0.7726

     6|   0.00131|     2.351|     1.801|  10|  0.002359|     1.823|      1.35

     7|5.446E-008|     2.072|     1.539|  10|8.381E-008|     1.493|    0.9979

     8|    0.3006|    0.4822|    0.4638|  10|    0.1394|         0|         0

________________________________________________________________________________

                                                                 (c) 1999 TU Delft

Table 5 Relative information of each expert with respect to equal weight combination

Table 6 and Table 7 show the robustness analysis for the item weight decision maker; that is, they show how the scores would change if calibration variables (Table 7) or experts (Table 6) were removed from the analysis one at a time.

· Robustness analysis on experts.  
Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Robustness analysis on Experts

 Bayesian Updates: no      Weights:  item       DM Optimisation:  yes 

 Significance Level:  0,0005987    Calibration Power:          1

______________________________________________________________________

   Nr.| Id     |Rel.info/b|Rel.info/b|Calibr.   |Rel.info/o|Rel.info/o

      |excl.exp| total    |realizatii|          | total    |realizatii

______|________|__________|__________|__________|__________|__________

     1|1       |    0,8363|    0,8574|    0,3006|    0,7261|    0,5185

     2|2       |     1,208|    0,9742|    0,2441| 2,94E-005|6,417E-005

     3|3       |     1,038|    0,6602|    0,2441|    0,0405|    0,0755

     4|4       |     1,198|    0,9749|    0,2441|   0,00356|9,549E-006

     5|5       |     1,108|    0,9686|    0,3136|    0,6178|    0,2252

     6|6       |     1,203|     1,081|    0,2441|    0,5417|    0,2617

     7|7       |     1,207|    0,9719|    0,2441| 0,0006836|  0,001501

     8|None    |     1,208|    0,9751|    0,2441|         0|         0

_______________________________________________________________________                                                                     

                                                            (c) 1999 TU Delft

Table 6 Robustness analysis on experts
· Robustness analysis on items.

Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Robustness analysis on seed Items

 Bayesian Updates: no      Weights:  item       DM Optimisation:  yes 

 Significance Level:   0.0006    Calibration Power:   1.0000

__________________________________________________________________________

 Nr.| Id           |Rel.info/b|Rel.info/b|Calibr.   |Rel.info/o|Rel.info/o

    | of excl. item|total     |realizatii|          |  total   |realizatii

____|______________|__________|__________|__________|__________|__________

   1|%instab       |     1,346|      1,04|    0,2544|    0,5733|    0,5248

   2|%breakrung    |     1,439|    0,9658|    0,2656|     1,132|    0,5879

   3|%slip         |     1,368|     1,184|       0,2|    0,5818|    0,3092

   4|%OccFat_fall  |    0,9896|    0,8341|    0,2544|     0,462|     0,308

   5|%OccFat_scaff |     1,201|     1,127|    0,2544|    0,6007|    0,2537

   6|%LadSup       |     1,398|     1,264|       0,2|    0,4316|     0,211

   7|AvTimeSetup   |     1,186|    0,9706|    0,5925|    0,1142|   0,08648

   8|AvClimbTime   |     1,172|    0,9384|    0,5925|    0,1203|   0,08123

   9|#death/#1rsAid|     1,251|     0,816|       0,2|     1,044|     0,574

  10|#death/#claims|     1,225|     0,851|    0,2544|    0,6808|    0,2886

  11|None          |     1,208|    0,9751|    0,2441|          |

_______________________________________________________________________________                                                              

                                                             (c) 1999 TU Delft

Table 7 Robustness analysis on items
EXCALIBUR allows us to visualize experts’ assessments using range graphs. Graphs can be obtained for each expert or for each item separately. We have that:

· ‘[‘ and ‘]’ denote 5% and 95% quantiles respectively,

·   ‘ * ’ denotes the median.

·  ‘ # ’ denotes the realization.

Below I present just one range graphs, but we can analyze in a similar way each other range graphs. For instance, let consider:

Expert no. :    6     Expert name:  6        

Items

  1(U)                                [---*----]                               

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)               [--*--------]                                             

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)              [-------------*--------------]                             

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)            [-----*-----]                                                

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)         [----*---]                                                      

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)               [-----------*------------]                                

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)                                          [--------------*--------------]

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)           [------*------]                                               

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) [*]                                                                     

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U) |                                                                       

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert #6 catches only half of the realizations in his 95% central confidence band. This is not too many. This causes his rather low calibration score, but still he has the highest calibration among all experts. His confidence intervals are also quite narrow, thus his information score is 2,351 which is one of the best.  

 
Next we present the range graphs item-wise. We can see from them how experts’ assessments are distributed over intrinsic range, and how they’re related to the decision maker’s combined distribution. Below is a range graph for the fifth item.

Item no.:   5 Item name: %OccFat_scaff Scale: UNI

Experts

  1   [--*---------]                                                           

  2          [-*--]                                                            

  3 *]                                                                         

  4              [----*-------]                                                

  5          [------------------*---------------------------------------------]

  6          [---*----]                                                        

  7  [---*----------]                                                          

Equ [==========*============================================]                  

Item  [========*====================]                                          

Real:::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::

                        11,6

    0,05                                                                    40

We see that Expert #5 gave very wide interval. This means that he was very uncertain about possible values for this item. We see that only experts #4 and #5 gave intervals which contained true value. All range graphs for each item are in Appendix B.1

In choosing between Equal and Item weight decision makers the following should be born in mind:

1) Both the equal weight and the item weight decision makers show acceptable statistical performance

2) The item weight decision maker is significantly more informative than the equal weight decision maker

3) The overall scores as reflected in the unnormalized weight, is better for the item weight decision maker, than for the equal weight decision maker.

4) The robustness of the item weight decision maker is quite satisfactory.

Thus we conclude that there is a scientific basis for preferring the item weight decision maker. 

Results

For Placement Ladder Bowtie there were 13 questions of interest. In the table below we present these questions (column 1) and the results are calculated based on item weight decision maker by taking median value from its distribution (column 2).
	Questions
	Median

	Given 100 people chosen randomly from the Dutch working population, who use a placement ladder regularly solely as a means of transport  for their work, how many ladder missions will they perform in a random week? 
	990.4

	Given a randomly chosen mission what is its duration,  provided the ladder is used solely as a means of transport?
	21.41*

	Given 100 people chosen randomly from the Dutch working population, who use a placement ladder regularly as a work place too for their work, how many ladder missions will they perform in a random week? 
	4739

	Given a randomly chosen mission what is its duration provided the ladder is used also as a work place?
	467.7*

	What is the percentage of ladder missions in which the ladder used was not the Right Ladder?
	16.64

	What is the percentage of ladder missions in which the ladder was not correctly Placed and Protected?
	16.71

	What is the percentage of ladder missions in which the user was not Able to do the job?
	7.025

	What is the percentage of ladder missions with not Right Ladder in which the ladder was not correctly Placed and Protected? 
	10.05

	What is the percentage of ladder missions in with wrong Placement and Protection in which the user was not Able to do the job?
	4.103

	What is the percentage of ladder missions with not Right Ladder in which the user was not Able to do the job?
	6.926

	What is the percentage of ladder missions that resulted in a Fall provided the (placement) ladder is used solely as a means of transport?
	0.0002071

	What is the percentage of ladder missions that resulted in a Fall provided the (placement) ladder is used also as a work place?
	0.0001051


Table 8 Median value for Variables of interest (item weight decision maker)
* duration in seconds. 
All the above information was required to quantify the Placement Ladder Bowtie. Results from this study will be used in chapter 5.  
3.2 Training for Elicitation in Falls from Ladders

Introduction
This short section summarizes the results of the training exercise held on 20-12-2004 in the Sofitel Hotel in Den Haag, and includes lessons learned. One expert, F. de Vente (FOSAG, branch organization for painters), was not able to attend the training. The training was conducted by L. Goossens and R. Cooke, and assisted by A. Bloemhoff and V. van Eijk from the Data Group.

Results

The enthusiasm and commitment of the experts for this exercise was excellent.  Expert comments lead to improvements in the elicitation protocol. The results of the training exercise are shown below:
Case name : training20_12_04        13/01/2005              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  global     DM Optimisation:  no  

 Significance Level:          0    Calibration Power:          1

________________________________________________________

   Nr.|Calibr.   |Mean relat|Numb|UnNormaliz|Normaliz.w|

      |          |realizatii|real|weight    |without DM|

______|__________|__________|____|__________|__________|

     1|3.723E-006|     2.191|   8|8.158E-006| 0.0006069|

     2| 0.0005755|     1.761|   8|  0.001013|   0.07538|

     3|  0.003315|     3.618|   8|   0.01199|    0.8921|

     4|3.723E-006|     1.536|   8| 5.72E-006| 0.0004255|

     5|6.629E-005|     1.353|   8|8.972E-005|  0.006675|

     6| 0.0002664|     1.254|   8|  0.000334|   0.02485|

                                                    (c) 1999 TU Delft

Table 9 Results of scoring experts – training session

It will be observed that the calibration scores are low, though not surprisingly so. The information scores display the usual degree of scatter. The results were discussed with the experts. It was also pointed out that the calibration of a combination of experts’ judgments typically displayed better performance.

The global and equal weight combinations are displayed below

Case name : training20_12_04        13/01/2005              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  equal      DM Optimisation:  no 

 Significance Level:          0    Calibration Power:          1

   Nr.|      |Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|Normaliz.w|

      |      |          | total    |realizatii|real|weight    |without DM| 

______|______|__________|__________|__________|____|__________|__________|

     1|      |3.723E-006|     2.191|     2.191|   8|8.158E-006|    0.1667|

     2|      | 0.0005755|     1.761|     1.761|   8|  0.001013|    0.1667|

     3|      |  0.003315|     3.618|     3.618|   8|   0.01199|    0.1667|

     4|      |3.723E-006|     1.536|     1.536|   8| 5.72E-006|    0.1667|

     5|      |6.629E-005|     1.353|     1.353|   8|8.972E-005|    0.1667|

     6|      | 0.0002664|     1.254|     1.254|   8|  0.000334|    0.1667|

     7|equal |    0.4291|     0.633|     0.633|   8|    0.2716|          |

     8|Perf  |     0.177|     2.376|     2.376|   8|    0.4206|          |

________________________________________________________________________________

                                                              (c) 1999 TU Delft

Table 10 Equal and global weight decision maker – training session
We see that both the equal weight and performance based decision maker display satisfactory calibration. The equal weight DM shows a significant lack of informativeness. The overall score (unnormalized weight) of the performance based DM is best. This is all very typical.

Comparison: Training - Elicitation 

We show below the results from the actual elicitation

Case name : Ladders                 13/01/2005              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  global     DM Optimisation:  no  

 Significance Level:          0    Calibration Power:        0.8

________________________________________________________

   Nr.|Calibr.   |Mean relat|Numb|UnNormaliz|Normaliz.w|

      |          |realizatii|real|weight    |without DM|

______|__________|__________|____|__________|__________|

     1|  0.004977|     1.895|  10|  0.009434|     0.389|

     2|  0.000471|     1.794|  10| 0.0008449|   0.03484|

     3| 0.0007385|     1.089|  10| 0.0008044|   0.03317|

     4|2.036E-005|     1.978|  10|4.026E-005|   0.00166|

     5|  0.003073|    0.9288|  10|  0.002854|    0.1177|

     6|  0.005704|     1.801|  10|   0.01027|    0.4236|

     7|1.915E-006|     1.539|  10|2.947E-006| 0.0001215|

________________________________________________________________________________

                                                              (c) 1999 TU Delft

Table 11 Results of scoring experts – elicitation (calibration power reduced to 0.8)
Although there were 10 seed questions in the actual elicitation, the calibration power is reduced to 0.8 so that calibration scores are measured with 8 effective seed variables, to make the scores comparable with the training session (Table 9).

There is definite improvement in calibration between the training and the elicitation. There was only one score above 0.003 during the training, whereas 3 experts scored above 0.003 in the elicitation (scaled to 8 effective seed variables).  However, we can also affirm that the calibration scores are low. 

Table 12 shows the equal and performance based decision maker for the elicitation (the number of effective seeds is now 10).

  Case name : Ladders                 13/01/2005              CLASS version W4.0

________________________________________________________________________________

Results of scoring experts

 Bayesian Updates: no      Weights:  item       DM Optimisation:  yes 

 Significance Level:  0.0005987    Calibration Power:          1

________________________________________________________

   Nr.|Calibr.   |Mean relat|Mean relat|Numb|UnNormaliz|

      |          | total    |realizatii|real|weight    |

______|__________|__________|__________|____|__________|

     1|  0.001102|     1.671|     1.895|  10|  0.002089|

     2|5.596E-005|     1.888|     1.794|  10|         0|

     3|9.874E-005|     2.518|     1.089|  10|         0|

     4|1.067E-006|     2.017|     1.978|  10|         0|

     5| 0.0005987|     1.253|    0.9288|  10| 0.0005561|

     6|   0.00131|     2.351|     1.801|  10|  0.002359|

     7|5.446E-008|     2.072|     1.539|  10|         0|

  Perf|    0.2441|     1.208|    0.9751|  10|     0.238|

 Equal|    0.3006|    0.4822|    0.4638|  10|    0.1394|

________________________________________________________________________________

                                                              (c) 1999 TU Delft

Table 12 Equal and Item decision maker – elicitation

We see the same pattern as in the training. Both DM’s show acceptable calibration performance. Equal weights is marginally better, but the difference is more than offset by the loss of information in the Equal weight DM relative to the Performance based DM.

Comparison of individual scores will not be undertaken here. Suffice to say that the best expert in the training followed a new heuristic in the elicitation which had been developed by him after the training. He found data from the UK for construction, and applied this to answer the seed questions, with very high confidence.  The elicitor recognized the danger in this heuristic but was unable to dissuade this expert without violating the independence of the expert. This heuristic was not successful, and this expert received a low score in the elicitation.  This underscores the reasons for using multiple experts.

Conclusion
1. The training was perceived as very useful and constructive.
2. The calibration on the elicitation was better than in the training.
3. The calibration on the elicitation should be better, and the training should be improved in this respect.
4. The patter of decision makers is comparable, and establishes sufficient confidence in the combination of the experts’ judgments.
5. The policy of choosing the best expert from the training and using only this expert for the elicitation would have resulted in unacceptably poor performance.

Chapter 4


Creating the joint probability based on partial information

In the next chapter we will quantify the Placement Ladder bowtie. As mentioned in section 2.3, for the Left Hand Side we are going to compute the probability of a fall given different outcomes of support safety barriers and for the Right hand Side the probability of the consequences given different outcomes of barriers such as height, medical attention and age of victim. Using easy probability rules we can express probabilities mentioned above in terms of probabilities given fall and some other probabilities (see formula (5.9)

). Data regarding falls is obtained from the GISAI database. In accident rapports from databases there are many scenarios in which some outcomes of barriers are not noted.  We must deal with these unknowns and create distributions that best explain the data.  There are many methods to build these distributions. We can assume that when the outcome of some barrier was not given then this barrier did not fail, this is one option, but we do not know that this assumption is valid. It is in general better to incorporate the data and assume as little as possible. In this chapter we present a few methods that can be applied to create joint distributions based on some partial information e.g. one dimensional marginal, correlation or observation etc. We are going to apply these methods to our data. Not all of them will be suitable for our study, but we will choose the best one. 
(5.3)

 and 
4.1  Redistribution methods

For the Placement Ladder Bowtie most of the distributions are in two dimensions. Only on the Right Hand Side we must deal with higher dimensions.  I will present some redistribution methods for two-dimensional cases, but each of them can be applied in analogous way in higher dimensions. 

Let us introduce the following problem: 

Problem 1. We consider two events A and B. The outcome of these events will be denoted as + and - . The outcome of these events can be also not noted, we will treat them as unknowns. We would like to find distribution of events A and B given the following information:

	             B                 
A
	+
	-
	Unknown

	+
	n1
	n2
	u1

	-
	n3
	n4
	u2

	Unknown
	u3
	u4
	u5


Table 13 Data

where:

· n1 is number of observation events A+ and B+

· n2 is number of observations of events A+ and B_

· u1 is number of observations of in which events A+ occur and outcome of event B was not noted. 

· n3 is number of observations of events A_ and B+ 

· u5 is number of observations in which outcome of events A and B was not noted; etc.

Let N= n1+n2+n3+n4+u1+u2+u3+u4 .

Below we introduce three methods, which can be applied to solve the Problem 1. First we present the main idea behind a given method and then we show how the join probability of A and B is constructed from the data (Table 13) for each of these methods. We check how these methods perform on specific examples and point out theirs advantages and disadvantages.  

4.1.1  Proportion method

This method was proposed by I. Papazoglou in [3]. To redistribute unknowns over states of events the percentage scheme was used. We will use this method to create distribution of A and B.  In our case (see the Table 13) we first redistribute u5 and then we apply this rule to each row and column. For simplification of explanation, we assume that u5 is zero
. We will denote number of observations after redistributing unknowns in given cell by adding sign ( ‘ ) to number of observations before redistribution (after redistribution n1 becomes n1’ ). Let us consider first row of the Table 13. We are going to redistribute unknown u1 over the known states in this row. u1 is redistributed over + and  - in first row according to proportion of n1 and n2, respectively. Mathematically, this means 
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.  Similarly we proceed for other unknowns. First redistribute u1 and u2 as follow:
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A
	+
	-

	+
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	Unknown
	u3
	u4


Then we can redistribute u3 and u4:
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A
	+
	-

	+
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Then distribution of (A, B) would be
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A
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This method is easy to use and quite intuitive (if we observe big number of observations for first outcome and less observations for the second outcome then one can expect that more unknown observations should go to the first outcome). However this method has two disadvantages, which makes it unattractive for our study. When we have many zeros in the data then we can obtain many zeros in the resulting distribution.  Of course it is not illicit, but in some cases this can lead to unintuitive results. One might think that if the probability of some event is zero, then this event will never occur. Maybe in some cases this is true (when we consider impossible events), but when we create our distribution from the data this phenomenon can occur due to insufficient numbers of observations or because data was taken from sources, which do not represent the whole population. The second problem is that the resulting distribution depends on the order of redistributing. This will be illustrated in examples in the end of this section. 

4.1.2 Maximum Entropy approach

We must construct a joint distribution of (A,B) that satisfies  partial information from data in Table 13. The marginal probability for A+ is P(A+)=P(A+,B+)+P(A+,B_) and for A_ is P(A_)=P(A_,B+)+P(A_,B_), etc. Hence the following should be satisfied:
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P(B+)  
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We must construct joint distribution of (A,B) that satisfy  partial information (4.1)

. Notice that there is one more constraint that this distribution has to satisfy: the sum of probabilities in all cells has to be equal to one (property of distribution). There are many such distributions. Which one should we choose? We can find the distribution that satisfies the above constraints and is as uninformative as possible. The measure of spread of given distribution is entropy.
Let x1,x2,…,xn be realizations of a random variable X  and P(X=xi)=pi for i=1,..,n. Then the entropy of X is:
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The minimum entropy value is zero. This corresponds to the case in which one event has unit probability. When all states are equally probable e.g. pi = 
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 In our case Entropy is expressed as:
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where i, j can be either _ or +. Like we know, Entropy is maximum for uniform distribution hence by maximizing entropy functional (4.2)

 we choose the most uniform distribution among all distributions satisfying above constrains. This indicates our lack of knowledge about this distribution. We used optimization solver in Excel to obtain results. 

This method also has a disadvantage: when we observe big disproportion between cells, for example between n1 and n2 in the Table 13, and the number of unknown u1 is very big then this procedure makes this distribution uniform and does not reflect the observed disproportion. 

4.1.3  Bayes method

Introduction to Bayes method
The Bayes’ Rule indicates how observations change the beliefs. Suppose that we are interested in some parameter, let say 
[image: image43.wmf]q

. First we assume a probability distribution to the parameter of interest, which represents our prior beliefs (so-called prior probability), then we take into account observations and we calculate the updated probability of 
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  using Bayes’ rule (so-called posterior probability). From mathematical point of view this can be expressed as:
Bayes’Rule:
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where:

· 
[image: image46.wmf]q

 is the parameter of interest;
· H marks the initial beliefs of 
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;
· X is the observed data;
· 
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 is the likelihood
 function of 
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;
· 
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 is the probability of the parameters
[image: image51.wmf]q

 given only the prior beliefs. It is called the prior probability;
· 
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 is the probability of the parameters 
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 given the prior beliefs and the observations. It is called the posterior probability of the parameters;
· p(X|H) is the marginal; so-called evidence of the data.
Hence this rule tells how the prior probability is replaced by the posterior after getting the extra information i.e. the observed data.  It is named after the English reverend Thomas Bayes.
Let  X  be a random variable distributed according to a parametric family X ~
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. The goal of this section is to estimate
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, given independent and identically distributed observations {xi}. 

· Case 1 Random variable takes two outcomes.

Let us define a random variable X that takes two outcomes. For instance, we can associate X=(X1,X2,…) with a series of coin flips.  Assume that Xi = 1 if the ith toss comes up heads and set Xi = 0 if the ith toss comes up tails. The random variables Xi are identically distributed with:

P (Xi = 1) = 
[image: image56.wmf]q

  and P (Xi = 0) = 1 − 
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since the probability of tossing a head is the same for each toss. It is reasonable to assume that the outcomes of the ith and jth tosses are independent events (the coin has no memory), so Xi and Xj are mutually independent random variables and therefore we have that:

P(0, 1, . . . , 1, 0) = P(X1 = 0)P(X2 = 1)· · · P(Xn-1 = 1)P(Xn = 0)

= (1- 
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)·  
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…
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·(1-
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)
= 
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x·  (1-
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)n-x
where x is a number of ones in the sequence.

Suppose we are not certain of
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, and that our uncertainty is described by the beta density with parameters a and b (denoted  Beta(a,b)):
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where 

· a>0 and b>0,

· 
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 is the beta integral.

Hence we choose the prior distribution for
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as
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~ Beta(a,b) . Of course we can assume any other distribution, but in our study we choose Beta for two reasons. Firstly, the Beta distribution constitutes the so called conjugate class distribution for coin- tossing. This means that prior and posterior belong to the same class of distribution (in our case, to Beta). Secondly, this distribution due to its properties (which will be presented below) is suitable to express events.  

By direct integration we can find that:
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When Xi has only two outcomes and P(Xi=1|
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Let a be the number of heads observed and b be the number of tails. Not surprisingly, the probability of heads is estimated as the empirical frequency of heads in the data sample (data sample= #heads + #tails).

So far we have assumed that 
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~ B(a,b) is our prior distribution for
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. Suppose that after some time we observe n1 outcomes of the first event (head) and n2 outcomes of the second event (tail). Now we would like to update the parameter density p with these new observations (denoted as d). So we compute posterior for 
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 directly from the Bayes’ Rule (4.3)

:
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       ~       B (a+n1  , b+n2).

We obtain Beta distribution with parameter a+n1  and  b+n2.

We have that expected value of 
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 after observation is:
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Finally we find that, when we assume prior distribution Beta(a,b),  probability of having head after observing n1 heads and n2 tails is:
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· Case 2 Random variable takes n outcomes

When our random variable X takes more than two outcomes, then we can use the dice throwing model for redistribution the unknown. Let X take values in set {1,2,…,n}. We assume that Xi are identically distributed and conditionally independent
 with parameter 
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 for i=1,…,n. The idea is analogous to the previous case, however now we have the following modifications:

Likelihood: The coin model was binomial, the dice model is multinomial
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where

· ki is the number of occurrences of i in observations x = x1,…,xk for i=1,…n.

Prior:  was Beta, now it is Dirichlet
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Posterior: was Beta, now it is Dirichlet.

Proof:

Let a = a1,…,an and d = x1,…,xn. Let ki will be the number of occurrences of i in the sequence x1,…,xk. Then
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(
Similarly to the two dimensional case:
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Description of Bayes method

We are going to apply this approach to our data in the Table 13.  We demonstrate calculations in one step namely we show how to compute number of observations after redistributing unknowns in cell 1 i.e. (A+,B+).  The same schema should be repeated in other cells. 

Let us denote p12 = P(B+|A+), p13 = P(A+|B+) and p1 = P(A+,B+). We are going to calculate probability of cell (A+,B+) for the corresponding row, column  and in whole table (four dimensional) using Bayes approach. This corresponds to Step 1, Step 2 and Step 3, respectively

	   B                                                                                            A  
	+

	-

	Un


	+

	p12

		u1

	-

			
	Un

			

	
	  B A
+

-

Un

+

p13
-

Un

u3

	  B A
+

-

Un

+

p1

-

Un

u5


	Step 1
	Step 2
	Step 3


When we have these probabilities then we can easily redistribute unknown u1, u3 and u5, respectively, according to them.

Step 1: we would like to find the probability p12 = P(B+|A+). 

P(B+ | A+)=
[image: image92.wmf]q

 and P(B_|A+)=1-
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We are uncertain about
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. Let us assume that the prior distribution for 
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 is Beta(1,1) this mean that B+ and B_ given A+  are equally probable (we do not have any extra knowledge about
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). Then we observe n1 cases when B was + and n2 cases when B was - . After updating, as was described above (see formula(4.4)

), we are finding that

p12 = P(B+|A+)= 
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and P(B_|A+)=1-P(B+|A+). 

Step 2: we would like to find the probability p13 = P(A+|B+). 

P(A+ | B+)=
[image: image99.wmf]q

 and P(A_|B+)=1-
[image: image100.wmf]q

.
Similarly: we are uncertain about
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 and assume that the prior distribution for 
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 is Beta(1,1).Number observations of A+ is n1 and number observations of A_ is n3. The updating 
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p13 = P(A+|B+)= 
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and P(A_|B+)=1-P(A+|B+). 

Step 3: we would like to find the probability p1 = P(A+,B+). 

P(A+ , B+)=
[image: image106.wmf]q

1 , P(A_,B+)=
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2 ,P(A+ , B_)=
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3 ,P(A_,B_)=
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We are uncertain about
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1 and assume that the prior distribution for 
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1 is Dirichlet(1,1,1,1). Number observations for (A+ , B+), (A_,B+),(A+ , B_),(A_,B_) are n1 ,      n2 , n3 , n4 respectively. The updated 
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1 is now (see formula(4.5)

):

p1 = P(A+,B+)= 
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and p2= P(A+B_)=
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Then number of observation in cell 1 is n1+ u1*p12+ u3*p13+u5*p1.
In analogous way we can find the number of observations in the other calls: 

	    B                 

A
	+
	-

	+
	n1’=n1 + u1*p12+ u3*p13+u5*p1
	n2’=n2 + u1*(1-p12)+u4*p24+u5*p2

	-
	n3’=n3+u2*p34+u3*(1-p13) +u5*p3
	n4’=n4+u2*(1-p34)+u4*(1-p24) +u5*p4


where: 

p34=P (A+|B_), p24=P (B+|A_), p2=P (A+, B_), p3=P (A_, B+), p4=P (A_, B_) .
When ni’>0 for i=1,..,4  then distribution of (A, B) would be

	             B                 
A
	+
	-

	+
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When any of n1 ,  n2 , n3 , n4 is equal to zero then it is recommended to update this distribution one more time. In this case the distribution will be:

	             B                 
A
	+
	-

	+
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This method performs very well. It deals with problem with zeros in the data and reflects the data. To make life more easy we program the Bayes method in Visual Basic. The Help file of this macro can be found in [12] and general description of this program is presented in Appendix C.3a. The idea is to insert data, run program and obtain required information. Program is completely visual; these macros guide a user through the program, so extra knowledge is not needed.
4.1.4    Comparison of Proportion, Entropy and Bayes method

In this section we compare methods mentioned above on few illustrative examples. We will show advantages as well as week points of these methods. 

Let us consider the following example:
Example 1

	             B                 
A
	+
	-
	Unknown

	+
	20
	0
	40

	-
	0
	0
	0

	Unknown
	10
	0
	0


Results after redistribution for each of these methods are presented in the table below.

	METHODS
	P(A+,B+)
	P(A+,B_)
	P(A_,B+)
	P(A_,B_)

	Proportion method
	1
	0
	0
	0

	Entropy method
	0.43
	0.43
	0.07
	0.07

	Bayes method
	0.93
	0.04
	0.02
	0.01


The reassignment of “unknown” based on Proportion method would lead to adding all of them to the cell (A+, B+), hence the distribution of (A, B) after redistribution consists of one for the cell (A+,B+) and zeros for remaining cells. Hence using this method when we have many zeros in the data we can obtain many zeros in distribution. As we said before this is not illicit, but in some cases this solution can be unattractive. 

Due to quite big number of unknowns in the first row (40 unknown) the Entropy method makes cells (A+,B+) and (A+,B_) equally probable. One can disagree with this because when we think about redistributing unknown, one can observe that most of these 40 unknowns go to cell (A+,B_) which is counterintuitive. Secondly when we look only on the data we can suspect the following inequalities should hold: P(A+,B+)>P(A+,B_)>P(A_,B+)>P(A_,B_). These are not satisfied for distribution obtained from Entropy method. However for Bayes method these inequalities hold.  
Example 2

	             B                 
A
	+
	-
	Unknown2

	+
	1
	1
	0

	-
	1
	1
	10

	Unknown1
	0
	10
	0


Distribution after redistribution:

	METHODS
	P(A+,B+)
	P(A+,B_)
	P(A_,B+)
	P(A_,B_)

	Proportion method
	0.04
	0.1
	0.25
	0.61

	
	0.04
	0.25
	0.1
	0.61

	Entropy method
	0.25
	0.25
	0.25
	0.25

	Bayes method
	0.04
	0.25
	0.25
	0.46


As we see from above table for Proportion method we have two rows, this is because we obtained two different distributions. The first row of the above table we obtained when we first applied this method to rows and then columns and the second row of the above table we obtained when we first redistributed unknowns from columns and then from rows. The conclusion is that this method depends on order of redistributing.


The Entropy method makes this distribution uniform. The Bayes method explains the data the best. For (A+, B+) the only one observation was given, that is why the probability of this cell should be small. Intuitively the probability of the cell (A_,B_) should be the highest and probability of cell (A+,B_) should be equal to (A_,B+). Hence the following inequalities should hold:  P(A+, B+) < P(A+. B_) = P(A_, B+) < P(A_, B_). This shows the distribution obtained from the Bayes method.
We have presented methods which can best represent the given data. But it may happen that data gives results which do not satisfy us and any rational explanation does not support them. Real data can contain some strange phenomena due to insufficient numbers of observations or because the data is taken from sources that do not illustrate the whole population. The next method which we are going to introduce can be used in case of insufficient data.
4.2  Vine - copula method

 
The Vine-copula method presented in this section is another tool that enables the user to construct a multivariate distribution. In this method we need one dimensional marginal distributions and information about the dependence structure. Marginal distributions we can obtain from data and dependence can be obtained using expert opinion. In this section we present general description of this method. We introduce only basic definitions and procedures, which will be used during this project. For more information about vines and copulas we refer to [6, 8, and 9]. After introducing definitions and theorems we present application to our case.
Description of Vine-copula method
A vine is a graphical structure that allows us to construct a joint distribution with given one dimensional margins and additional information about the dependence structure in form of conditional rank correlations. A vine on n variables is a nested set of trees, where the edges of tree j are the nodes of tree j+1, and each tree has the maximum number of edges. Let us introduce the definition of vine in a more formal fashion: 

Definition 1 V is a vine on n elements if:

· V=(T1,…,Tn-1),

· T1 is a connected tree with nodes N1={1,…,n} and a set of edges denoted E1; for i=2,…,n-1, Ti is a tree with nodes Ni=Ei-1.
A regular vine on n variables is a vine in which two edges in tree j are joined by an edge in tree j+1 only if these edges share a common node. In mathematical language:
Definition 2 A vine V is a regular vine on n elements if:

· V is a vine on n elements,

· The proximity condition holds: for i=2,…,n-1, {a,b}
[image: image130.wmf]Î

Ei, #a
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b=2 where 
[image: image132.wmf]D

 denotes the symmetric difference. In other words, if a and b are nodes of Ti connected by an edge, where a={a1,a2} and b={b1,b2} then exactly one of the ai equals one of the bi. 
Definition 3 A regular vine is called a D-vine if each node in T1 has degree
 at most 2.

Each edge in a regular vine may be associated with a constant conditional rank correlation i.e. ri,j | k denote the conditional correlation between variables (i,j) given k. On the figure bellow we can see D-vine on four variables with conditional rank correlations:


[image: image133]
Figure 6   D-vine on four variables

The rank correlation is actually a measure of the dependence between two random variables joint by the copula. The rank correlation specification on regular vine plus copula determines the whole joint distribution. The procedure of sampling such a distribution can be written for any regular vine. We first present few definitions and one family of copula that was used in this project.
Copula

A two-dimensional copula is a distribution function on [0, 1]2 with standard uniform marginal distributions.

Definition:  Random variables X and Y are joined by copula C if their joint distribution can be written
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Many types of copulas are known in the literature. In this project we use the diagonal band copula because of its compliant analytical form. 

Diagonal band copula

The diagonal band copula is a simple bivariate distribution on the unit square with uniform margins. For positive correlations its mass is concentrated on the diagonal band with vertical bandwidth (denoted
[image: image135.wmf]b

). Mass is distributed uniformly on the rectangle and is uniform but twice as thick in the triangular corners (see Figure 7 ). For negative correlation the band is drawn between the other corners. The correlation value depends on the bandwidth. For positive correlations the density of the diagonal band distribution is given by
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 and 1A denotes indicator function of A. 

The graph of the density of the diagonal band distribution with correlation 0.75 is presented in Figure 7.
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Figure 7   A Diagonal band copula 
The relationship between the parameter of this copula and a correlation is given in the below theorem. 
Theorem 1 Let (U,V) be distributed according to 
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 be the band width and 
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 the correlation between U and V. Then the following relations hold
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 given above is one of the three real solutions of (4.8)

. The two other solutions:
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are not relevant as they do not yield values for 
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 EMBED Equation.3  [image: image150.wmf]Î

[0,1].

The proof of the above Theorem is given in Appendix C.1. 

For the diagonal band copula we can fine the conditional distribution and its inverse. In the next theorem they are given. Having them the procedure of sampling a distribution can be written.
Theorem 2 Let (U, V) be distributed according to
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. Then the conditional and inverse conditional distributions of V|U are the following:
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It is suffices to assign rank correlations and copula to a vine to specify the whole joint distribution. We can sample from such descriptions the joint distribution. We show sampling procedures for the D-vine in Figure 6. The general sampling procedure for a regular vine can be found in [6]

The algorithm involves sampling four independent uniform (0,1) variables U1,…,U4. We assume that the variables X1,…,X4 are also uniform. Let ri,j | k denote the conditional correlation between variables (i,j) given k. Let Fri,j | k ; Ui (XJ) denote the cumulative distribution function for Xj given Ui under the conditional copula with correlation ri,j | k.   Denote realizations of U1,…,U4 as u1,…,u4.   Sampling procedure for the D-vine on four variables, shown in Figure 6 is the following: 
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The uniform variables U1,…,U4 are sampled independently and the variables X1,…,X4 are obtained by applying successive conditional distributions as well as inverse conditional distribution functions. 
This theory is well developed and has been successfully applied for continuous distributions. We show here how it can be modified for discrete distributions. 

Application of Vine-copula method to project Worm
Technique to find correlations
The dependence structure is usually assessed by experts. However expert can have problems with assessing correlations between variables directly. We can find this correlation differently. Let us consider two binary, ordinal variables
 X=[X,X’], Y=[Y,Y’]. The marginal distributions P(X) and P(Y) can be taken from data and the join probability P(XY) can be assessed by experts. To recover the required rank correlation value from these information one can use a simple fact: Suppose that P(X) = P(Y) = 0.4 and P(X’)=P(Y’)=0.6. If X and Y are independent then P(XY) = P(X)P(Y) = 0.16. This is the area of the little square in Figure 8. If P(XY) ≠ 0.16 then X and Y are not independent. We may consider variables UX and UY uniform on (0,1), underlying X and Y
 respectively and find correlation between UX and UY to reproduce given joint probability P(XY). The diagonal band copula is used for this purpose. The correlation value depends on the bandwidth. For given P(XY) one must find corresponding bandwidth for the diagonal band copula and with this calculate required rank correlation. 


[image: image163]
Figure 8   A diagonal band copula for correlating ordinal, binary variables
Let us assume that we have P(XY) = 0.2. Hence X and Y are not independent. We must choose a bandwidth such that the mass inside the little square in Figure 8 is not 0.16 but 0.2. We found that this bandwidth is 0.8 and from formula (4.8)

 the corresponding correlation is equal to 0.232.

    Vine-copula method for discrete variables
To sample (X,Y) with P(XY) = 0.2 we sample UX and UY with diagonal band copula with correlation 0.232 . If the sampled value for UX is smaller than P(X)=0.4 then we get that X takes value X otherwise X’. Similarly for Y. 

 
We have programmed the procedure of computing correlation between two variables using Diagonal Band Copula as well as vine-couple method in Visual Basic. The help file for these macros one can find in [12] and general description of these programs are presented in Appendix C.3b and Appendix C.3c, respectively.

Chapter 5

Quantification of Placement Ladder Bowtie

In this section we describe the quantification of Placement Ladder Bowtie presented in Chapter 2. The idea is to calculate the required probabilities using probabilities that can be obtained from some sources (mainly GISAI database, other sources are questionnaires and expert assessments). As mentioned before mainly GISAI data will be used to quantify this bowtie. We are going to apply techniques described in chapter 4 to create required distributions from the data. Since the left hand side of the bowtie is not linked with the right hand side (except C.E.), so analysis can be done independently for the two sides, calculations we presented in separate sections.  

5.1 Left hand side of the Placement Ladder Bowtie

As discussed in Chapter 2 C.E, PSBs and SSBs are assumed to have only two outcomes, that is, Fall happened /not happened, Ladder Stability was lost or not lost etc. We will denote these options – and + respectively. It is assumed that only one of the PSBs can be lost. Hence we have four possible states and only three of these states lead to a fall (see Table 14)
	STATE 

#
	LADDER STRENGTH
	LADDER STABILITY
	USER STABILITY
	FALL

	1
	+
	+
	+
	NO

	2
	-
	+
	+
	     YES

	3
	+
	-
	+
	YES

	4
	+
	+
	-
	YES


Table 14 Possible combined states of the three PSBs

 The aim is to find the probability of a fall given different combinations of support safety barriers.  So we are interested, for example, in calculating the probability of a fall given that Ability is -, Placement and Protection is - and Right Ladder is +.
P(F_|AB_,PP_,RL+) - approximately equal to relative frequency of falls per mission in condition AB_,PP_,RL+ ( of course when we must decide that our unit of exposure is mission
).
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Since we don’t have any of these quantities from the data we must calculate this probability differently. Using multiplication rule
 to the numerator of equation (5.1)

 we obtain:
P(F_|AB_,PP_,RL+)   =   
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 and based on information from Table 14 and again using multiplication rule we have:
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From formulas (5.3)

 we see that to calculate P(F_|AB,PP,RL) we need to find:
(5.2)

 and 
· probability of primary safety barrier failure given fall i.e.  P(SU_|F_), P(SL_|F_),  P(SR_|F_);
· distribution of support safety barriers given fall and given loss of primary safety barrier i.e.  P(AB,PP,RL|SU_,F_),  P(AB,PP,RL|SR_,F_), P(AB,PP,RL|SL_,F_);
· unconditional distribution of support safety barriers i.e.  P(AB,PP,RL);
· probability of fall i.e.  P(F_).
Now we show how each of these probabilities has been calculated.
Probability of failure of primary safety barriers given fall 
In this section we show how we can calculate probability of ladder stability loss given fall, probability of ladder strength loss given fall and probability of user stability loss given fall. We denote these probabilities as P(SL_|F_),  P(SR_|F_), P(SU_|F_), respectively. First of all we need the number of Falls from Placement Ladder nF_ than nSR_, nSL_, nSU_ that is number of scenarios that led to fall due to Ladder Strength lost, Stability of the Ladder lost and User Stability lost, respectively.  Note that nSR_ + nSL_ +nSU_= nF_. These numbers have been obtained from GISAI:
Falls from Placement Ladder:  nF_ = 715,

Scenarios that led to fall due to Ladder Strength lost:  nSR_=26,

Scenarios that led to fall due to Stability of the Ladder lost:  nSL_= 482,

Stability of the Ladder lost User Stability lost:   nSU_=207 .

Having the above numbers we can compute conditional probabilities of the failure of primary safety barriers (PSBs) given fall:

P(SR_|F_) = 
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  =  0,03636;      

P(SL_|F_) =  
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 =  0,67413;      
P(SU_|F_) =  
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  =  0,28951.     

Distribution of support safety barriers given fall and given of one of the primary safety barrier loss
We are going to find distribution P(AB,PP,RL|SU_,F_),  P(AB,PP,RL|SR_,F_), P(AB,PP,RL|SL_,F_). In the bowtie model presented in Chapter 2 we have that:

· Ladder Strength is only influenced by Right Ladder,

· Ladder Stability is influenced by Placement&Protection and Right Ladder.

· User Stability is influenced by Right Ladder and Ability.

From above information we obtain that AB and PP are independent of RL given SR_ and F_ which we denote as: {AB,PP}( RL | {SR_,F_}. We also have that AB ( {SR_,F_} and  PP ( {SR_,F_}. Thus, given that ladder strength has failed, the failure of user ability is no more likely than it is in the general population of ladder missions, and similarly for PP. From this information we have that: 


[image: image171.wmf]P(AB,PP,RL|SR_,F_)  =  P(RL|SR_,F_)*P(AB

)*P(PP)

.        
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (5.4)

Similarly one can obtain that:
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The probabilities P(AB) and P(PP) in equations (5.6)

 have to be assessed by experts (questions 16 and 17 in the elicitation protocol - Appendix B.2).
(5.4)

-
  We are able to find distributions of (RL|SR_,F_), (PP,RL|SL_,F_) and (AB,RL|SU_,F_) using GISAI data and techniques presented in Chapter 4. 
Analyses of scenarios from GISAI led to the following findings: 

Ladder Strength was lost in 26 scenarios and in all of these cases Right ladder was not chosen.   

For Ladder Stability we have:

	                  RL  PP
	+
	-
	Unknown(Un)

	+
	0
	0
	0

	-
	81
	121
	255

	Unknown(Un)
	2
	21
	2


Table 15 Data for (PP,RL|LS_,F_)

From the above table we can read that Ladder Stability was lost in 482 scenarios and in 81 of these scenarios ladder was not well Placed & Protected and Right ladder was chosen. In 21 of the 482 scenarios the Right ladder was not chosen and there was no information about Placement & Protection; etc.
For User Stability we have:

	RL                 

AB
	+
	-
	Unknown(Un)

	+
	0
	0
	0

	-
	35
	16
	156

	Unknown(Un)
	0
	0
	0


Table 16 Data for (AB,RL|US_,F_)

We must construct joint distributions of (RL|SR_,F_), (PP,RL|SL_,F_), (AB,RL|SU_,F_) that satisfy  partial information  from the data. This can be done in many different ways. One can assume that if information of SSB’s failure is not given then these scenarios should be redistributed equally over + and –  or can be assumed that if we can not find evidence that the given SSB failed then it was OK.  However it is necessary to consider whether the assumptions that we are making are reasonable. In Chapter 4 we presented few methods to construct joint distribution, Entropy and Bayes method will be applied in this section. 

Entropy method  

We used optimization solver in Excel to obtain results presented in Table 17.
	P(PP_ ,RL_|SL_,F_ )
	P(PP_,RL+|SL_,F_)
	P(PP+,RL_|SL_,F_)
	P(PP+,RL+|SL_,F_)

	0.474070043
	0.474062809
	0.02592952
	0.025937705


Table 17 Distribution (PP,RL|SL_,F_) maximizing the entropy functional

One is interested in dependence structure between PP and RL. This information tells us whether occurrence of one of this barrier influences on occurrence of the other. To calculate correlation between two events the formula below can be used.
Theorem 3: For events A and B the product moment correlation is:
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where:
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 is indicator function for A.
Proof of the above statement is given in Appendix C.1.

Using formula (5.7)

 we calculated the correlation between PP and RL and we have obtained that this correlation is equal to 3.63533E-05. This result was expected, as the Entropy method constructs the most uniform distribution satisfying constraints.  Hence under this assumption PP and RL are uncorrelated given that Ladder Stability is lost and fall.

The distribution in Table 17 can be compared with independent distribution presented in Table 18. The results are almost the same, hence given Ladder Stability loss and fall, PP and RL are almost independent. 

	P(PP_ ,RL_|SL_,F_ )
	P(PP_,RL+|SL_,F_)
	P(PP+,RL_|SL_,F_)
	P(PP+,RL+|SL_,F_)

	0.474066012
	0.47406684
	0.025933551
	0.025933597


Table 18  P(PP,RL|SL_,F_) – maximum entropy method,  PP (RL|{SL_,F_}
This can be analogously calculated for User Stability:

	P(AB_ ,RL_|SU_,F_)
	P(AB_,RL+|SU_,F_)
	P(AB+,RL_|SU_,F_)
	P(AB+,RL+|SU_,F_)

	0.499999884
	0.50000012
	2.688E-15
	2.88309E-15


Table 19 Distribution (AB,RL|SU_,F_) maximizing the entropy functional
	P(AB_ ,RL_|SU_,F_)
	P(AB_,RL+|SU_,F_)
	P(AB+,RL_|SU_,F_)
	P(AB+,RL+|SU_,F_)

	0.499999884
	0.50000012
	2.1649E-15
	2.16494E-15


Table 20  P(AB,RL|SU_,F_) maximum entropy method, AB ( RL|{SU_,F_} 
We have obtained that correlation between AB and RL equals -1.5185E-08, which means that these barriers are uncorrelated given user stability is lost and fall.
The distribution for Ladder strength is the following:

P(RL_|SR_,F_) =1,
P(RL+|SR_,F_)=0.

For Ladder Stability we have that PP_ and RL_ was observed in 81 scenarios and PP_ and RL+ was observed in 121 scenarios, so we have quite big difference but from Table 17 we read that these cells are almost equally probable. This is because of the big number of unknowns for PP_ (225 unknowns). This method makes this distribution uniform. One can disagree with this because when we think about redistributing unknown, one can observe that more of these 225 unknowns go to cell (PP_,RL_). Similarly for (AB,RL|SU_,F_). 
Bayes approach
	P(PP_ ,RL_|SL_,F_ )
	P(PP_,RL+|SL_,F_)
	P(PP+,RL_|SL_,F_)
	P(PP+,RL+|SL_,F_)

	0.613099
	0.386456
	0.000374
	0.00007


Table 21 Distribution (PP,RL|SL_,F_) - Bayes method

	P(AB_ ,RL_|SU_,F_)
	P(AB_,RL+|SU_,F_)
	P(AB+,RL_|SU_,F_)
	P(AB+,RL+|SU_,F_)

	0.317714
	0.672807
	0.004739
	0.004739


Table 22 Distribution (AB,RL|SU_,F_) - Bayes method
The distribution for Ladder strength is the following:

P(RL_|SR_,F_) =0.9642857,
P(RL+|SR_,F_)=0.0357142.

From Table 21 we can read that probability of function all SSBs given fall and ladder stability loss is very small. When one of the SSBs fails then the probability of this event is bigger than in the first case. If all SSBs fail then this probability is the biggest. Hence distribution (PP,RL|SL_,F_) looks good.  The results in Table 22 do not actually make too much sense either [P(AB_, RL_│SU_,F_) ought to be ( P(AB_, RL+│SU_,F_)] . Given loss of User stability, the probability of loss of their support barrier should be bigger (this follows from definition of these barriers as well as assumption, which was made (see chapter 2)). However the data analysis found 35 accidents with (AB_, RL+) and only 16 accidents with (AB_, RL_) so we have to go with the evidence. From formula (5.7)

 the correlation between AB and RL is equal to -0.037. 

Distribution of support safety barriers 


The joint probability (AB,PP,RL) had to be estimated with expert judgment, because information needed to build this distribution is not noted anywhere. To create this distribution eight questions have to be asked to experts. To reduce number of these questions it is reasonable to make an assumption that PP and RL are conditionally independent given AB. Then the number of questions can be reduced to six. This assumption can be motivated as follows: the user chooses the ladder and the way that it is placed; hence knowing AB, RL and PP don’t contain any additional information about each other. Any dependence between RL and PP is caused by the ability of the user. Using the above assumption the joint distribution of (AB,PP,RL) was constructed:
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where P(RL) , P(PP) , P(AB), P(RL,PP), P(PP,AB) and P(RL,AB) are calculated from the information in Questions 15-20 in expert judgment questionnaire (Appendix B.2). The median from distribution of item decision maker is taken (Appendix B.1).
Denoting P(AB_,PP_,RL_) as p(- - - ), ect…  the distribution of  (AB,PP,RL)  is the following:

	p(- - -)
	p(- - +)
	p(- + -)
	p(- + +)
	p(+ - -)
	p(+ - +)
	p(+ + -)
	p(+ ++)

	0,04045
	0,000578
	0,028808
	0,000412
	0,013172
	0,112898
	0,083968
	0,7197


Table 23 Probability distribution of (AA,PP,RL)
One can be interested in connection between these barriers. How they influence each other. Using formula (5.7)

 we calculated the correlation between AB, PP and RL to show dependences between them. We have obtained the following results:

· correlation between AB and PP equals 0.307218

· correlation between AB and RL equals 0.604836

· correlation between PP and RL equals 0.18582

We see that the Ability of the user is strongly positive correlated with choice of ladder as well as right placement and protection of this ladder. This is rather intuitive.  

Probability of fall 

To calculate P(F_|AB_,PP_,RL+)  we need to find probability of fall which can be calculated as: 
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The number of falls is known form the data and it is equal to 715. A “mission” is defined as complete event on a ladder (climbing on it, performing the required job and getting down of it). 
The ladder might be used as means of transport (only ascent and descent) as well as work place (ascent, working while standing on the ladder, and descent).  The other possibility which could be taken into account is to define mission in term of man-hour, men-hour-kg, etc.  Many choices are possible.  If we chose man-hour then we must find number of such missions and we obtain probability of fall per man-hour. If mission is defined as performed job on the ladder then we obtain probability of fall per randomly chosen ladder job. 
Let us introduce the following notations:

MT     - #missions per person per week (ladder as transport)

MWP - #missions per person per week (ladder as work place)

T        - number of people using ladder as transport

WP    - number of people using ladder as work place
The number of missions (MT and MWP) was estimated via expert judgment (Question 11 and 13 in expert judgment questioner was for this purpose). The number of people using ladder (T and WP) we obtained from data group (This numbers was estimated based on questionnaires). 

The number of missions over the period from which GISAI data exists (6 years and tree month) is:

#missions = { MT * T + MWP * WP}*#weeks *#years

                                           = {9.904*183751 + 47.39*77373}*42*6.25

                                           = 1.44E+9.
Hence form formula (5.8)

 the probability of fall was estimated as:

  P(F_) = 715/ (1.44E+09)= 4.96E-07.
5.2 Right hand side of the Placement Ladder Bowtie

On the right hand side of the Placement Ladder Bowtie we have four barriers (height, ground, medical attention, age of victim) and consequences (Death, Permanent injury, Recoverable disability). Barrier - Ground was excluded due to insufficient number of observations of category soft ground.  To quantify this side of the bowtie we are required to find the distribution of consequences given height, medical attention, age and fall which we denote as (C|H, M, A, F_). We can calculate P(C|H,M,A,F_) as follows: 
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It may be reasonable to assume that given fall, H, M and A are independent. Later on we will check whether this assumption is valid in the GISAI data. If this is the case P(H,M,A|F_) can be easily calculated as the product of the marginal distribution i.e. P(H)P(M)P(A). The most difficult part in calculating (5.9)

 is to construct a four dimensional distribution of (C,H,M,A|F_). This means that we must estimate 3∙2∙2∙2 = 24 cells of this distribution, where 3, 2, 2, 2 are numbers of states of C, H, M, A, respectively. 

      The data necessary for quantification of the RHS of the Placement Ladder Bowtie is included in Appendix A.1. This data gives us information about all one dimensional marginal distributions of (C, H, G, M, A|F_) and some higher dimensional marginals. Using techniques presented in section 2.1 we have obtained results which are presented in section 5.2.1. We found these results not fully satisfactory; they are presented in section 5.2.1. We decided to construct the joint distribution of (C,H,M,A|F_) using its marginal distributions obtained for data in Appendix A.2 and new technique based on the graphical structure vines  [9]  with the diagonal band copula [8]. Description of this method is presented in section 4.2. We compare results obtained with the vine-copula method with one obtained from data. 

5.2.1 Result obtained from data 

The Entropy method gives us unsatisfactory results, as was expected due to large number of unknowns in the data. I will not analyze these results in depth, they are presented in the Table 29 - Table 31 to compare them with the results obtained using others methods. 

Bayes method

Keep in mind that all results below are given fall. We have obtained the following distribution (C,H,A,M|F_): 

· C3-Death

	A1

	M1

	M2


	H1

	0.002797

	0.003263


	H2

	0.000466

	0.003263



	
	A2

M1

M2

H1

0.003846

0.003846

H2

0.00035

0.00035




Table 24 Distribution of (C3, H, A, M|F_) – Bayes method

· C2- Permanent

	A1

	M1

	M2


	H1

	0.052214

	0.03007


	H2

	0.007925

	0.007692



	
	A2

M1

M2

H1

0.01994

0.01376

H2

0.003197

0.003663




Table 25 Distribution of (C2, H, A, M|F_) – Bayes method

· C1- Recoverable

	A1

	M1

	M2


	H1

	0.41283

	0.149253


	H2

	0.035378

	0.035042



	
	A2

M1

M2

H1

0.129744

0.068964

H2

0.003548

0.0086




Table 26 Distribution of (C1, H, A, M|F_) – Bayes method

And from above we derive the distribution of (H, A, M|F_) as follows:  

	A1

	M1

	M2


	H1

	0.472823

	0.179112


	H2

	0.03771

	0.050497



	
	A2

M1

M2

H1

0.157499

0.084313

H2

0.005431

0.012614




Table 27 Distribution of (H, A, M|F_) – Bayes method

The first issue, which we will address, is the marginal distributions. We will use them in vine-copula method. We obtain the following results:

P(C3|F_)= 0.018182;  P(C2|F_)= 0.138462;   P(C1|F_)= 0.843357;
P(H2|F_)=  0.106252;
P(A2|F_)= 0.259857;
P(M2|F_)= 0.326536.
We have assumed that given fall, H, M and A are independent. We want to check if this assumption can be justified by GISAI data. Using formula (5.7)

 we calculated the correlation between H, A and M to show dependences between them. We have obtained the following results:

· correlation between H and A equals -0.07078;
· correlation between H and M equals 0.196636;
· correlation between A and M equals 0.05871.
These correlations are quite small only correlation between H and M is a little bit bigger. The results from Table 27 can be compared with these from Table 28 where assumption about independence has been made.

	A1

	M1

	M2


	H1

	0.445497

	0.216004


	H2

	0.052962

	0.025679



	
	A2

M1

M2

H1

0.15641

0.075837

H2

0.018595

0.009016




Table 28 Distribution of (H, A, M|F_) – with assumption abut independence 

The other issue that should be considered is how the specific factor influences the probability of death.  We asked experts about this (question 23), but it is interesting to compare these results with the one obtained from data. 
  P(C3|H2,F_)= 0.041684; 

  P(C3|H2 ,A2,F_)= 0.025353;

  P(C3|H2,A2,M2,F_)= 0.038821;

These results do not make much sense as it means that the probability of death given height bigger than 5 meters is bigger than this probability with additional information that age of the victim is bigger than 50 years. This strange phenomenon is reflected in the calculated correlations.

The technique to recover the correlations was described in section 4.2. The correlations are as follows:

· P(C3|F_)= 0.018182;  P(H2|F_)=  0.106252;
   
P(C3,H2|F_)=P(C3|H2,F_)*P(H2|F_)= 0.041684*0.106252=0.004429;
· rCH =0.7012804;
· P(C3|H2,F_)= 0.041684;   P(A2|F_)= 0.259857;
           P(C3,A2|H2,F_)=P(C3|A2,H2,F_)*P(A2|F_)= 0.025353*0.259857=0.0066;
· rCA|H = -0.1336298;
· P(C3|H2,A2,F_)= 0.025353;     P(M2|F_)= 0.326536;
P(C3,M2|H2,A2,F_)=P(C3| H2, A2,M2,F_)*P(M2|F_)= 0.038821*0.326536=0.012676454;
· rCM|HA=0.4249607;
It is enough to look at data (Appendix B.2) to see that for consequence “death” we could not obtain better results as the data for this state of consequences is very poor.  There are only 13 observations and most of them from height less than 5 meters. The reason for that is not, in our opinion, that it is more likely to die when falling from smaller height but rather that the falls from height greater than 5 meters are not so frequent.

5.2.2 Result obtained form Vine-copula method 

Since the results obtained from the data are unsatisfactory we can apply another kind of redistribution method to create the joint distribution, namely, vine-copula method (see section 4.2). This method requires information about one dimensional margins and additional information about the dependence structure in the form of (conditional) rank correlations. The marginal distributions can be taken from data. Correlations can be calculated from experts’ assessment. 

To construct the distribution (C,H, M,A|F_) the following vine will be used. 

 SHAPE  \* MERGEFORMAT 



Figure 9   A D-vine on variables: consequence, height, age and medical attention

C, H,  A, M denote one dimensional marginal distributions of (C,H, M,A|F_) for consequences, height, age of victim and medical attention, respectively. The marginal distributions are taken from data in Appendix A and are as follows
:

P(C3|F_)= 0,018182;  P(C2|F_)= 0,138462;   P(C1|F_)= 0,843357;
P(H2|F_)=  0.106252;
P(A2|F_)= 0.259857;
P(M2|F_)= 0.326536.
Correlations and conditional correlations must be assessed by experts. First however we can incorporate the assumption that H, A, M are independent given fall, hence all correlations involving only these variables are zero. The updated vine is shown in figure below. 
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Figure 10 A D-vine on four variables, where H, A, M are independent. 

To be able to construct the distribution (C,H ,M,A|F_) we must ask experts questions that allow us to infer values of the following rank correlations: rCH,  rCA|H and rCM|HA. Question 23 in the expert judgment questionnaire was designed for this purpose. To recover the required rank correlation value from the information obtained from experts and marginal distribution from data the schema described in section 4.2 was used. Note that this procedure works well for binary ordinal variables. At the moment there is no corresponding theory that would give similar results for discrete variables with more then two states. Hence in our analysis we have decided to calculate the rank correlation involving consequences for the binary variable C with states Death and Not Death and then use this correlation for the original distribution of consequences. Other partition (like: recoverable injury and more series injures (include death)) is possible. However we decided to use the first partition because, in our opinion, death seems to be a “more clear” state (i.e. definition of death is clear). Recoverable injury, on the other hand, needs to be defined and assessing how specific factors may influence the probability of this state could be more confusing. The results of this exercise are presented below.   
From question 23 in the expert judgment elicitation (Appendix B.2) we have calculated that:

P(C3|H2,F_)= 0,019146;
P(C3|H2 ,A2,F_)= 0,023265;
P(C3|H2,A2,M2,F_)= 0,024797.
These results mean that our experts think that the probability of consequences does not change much with the additional information about height of fall, age of fallen person and medical attention, which is reflected in calculated correlations.

The correlations are as follows:

· P(C3|F_)= 0.018182;  P(H2|F_)=  0.106252;
   
P(C3,H2|F_)=P(C3|H2,F_)*P(H2|F_)= 0.019146*0.106252=0.002034;
· rCH =0.048;
· P(C3|H2,F_)= 0,019146;   P(A2|F_)= 0.259857;
           P(C3,A2|H2,F_)=P(C3|A2,H2,F_)*P(A2|F_)= 0,023265*0.259857=0.006046; 

· rCA|H =0,202;
· P(C3|H2,A2,F_)= 0,023265;     P(M2|F_)= 0.326536;
P(C3,M2|H2,A2,F_)=P(C3| H2, A2,M2,F_)*P(M2|F_)= 0,024797*0.326536=0.008097;
· rCM|HA=0,065.
Finally we have the following D-vine:


[image: image181]
Figure 11 A D-vine on (C,H,A,M) with correlations assigned to the edges

We sampled this D-vine in the UNICOEN with 20000 samples. We use four uniform variables (denoted UC, UH, UA, UM) with diagonal band copula with correlations like these given on Figure 11. If sampled value for UH is smaller than P(H2|F_) then we get that H takes value H2 otherwise H1. Similarly for A and M. For C we have that if sampled value for UC is smaller than P(C3|F_) then we get that C takes value C3, if sampled value for UC is bigger than P(C3|F_) but smaller than P(C3|F_)+P(C2|F_) then we get that C takes value C2, otherwise C1.

 Below the results for the vine-copula method, for Bayes and Entropy method are shown. The joint distribution of (C, H, A, M|F_) is presented in Table 29.

	Distribution
	Vine-copula method
	Bayes method
	Entropy method

	P(C1,H1,A1,M1|F_)
	0.3829
	0.41283
	0,158278

	P(C1,H1,A1,M2|F_)
	0.18405
	0.149253
	0,310254

	P(C1,H2,A1,M1|F_)
	0.04705
	0.035378
	0,051397

	P(C1,H2,A1,M2|F_)
	0.02265
	0.035042
	0,051397

	P(C1,H1,A2,M1|F_)
	0.125
	0.129744
	0,08462

	P(C1,H1,A2,M2|F_)
	0.05785
	0.068964
	0,08461

	P(C1,H2,A2,M1|F_)
	0.0165
	0.003548
	0,051402

	P(C1,H2,A2,M2|F_)
	0.00745
	0.0086
	0,051397

	P(C2,H1,A1,M1|F_)
	0.0551
	0.052214
	0,0254

	P(C2,H1,A1,M2|F_)
	0.03005
	0.03007
	0,0680

	P(C2,H2,A1,M1|F_)
	0.0073
	0.007925
	0,0131

	P(C2,H2,A1,M2|F_)
	0.0038
	0.007692
	0,0131

	P(C2,H1,A2,M1|F_)
	0.02695
	0.01994
	0,0205

	P(C2,H1,A2,M2|F_)
	0.0128
	0.01376
	0,0206

	P(C2,H2,A2,M1|F_)
	0.0037
	0.003197
	0,0122

	P(C2,H2,A2,M2|F_)
	0.0014
	0.003663
	0,0121

	P(C3,H1,A1,M1|F_)
	0.0062
	0.002797
	0,0000

	P(C3,H1,A1,M2|F_)
	0.00295
	0.003263
	0,0056

	P(C3,H2,A1,M1|F_)
	0.00085
	0.000466
	0,0014

	P(C3,H2,A1,M2|F_)
	0.0004
	0.003263
	0,0014

	P(C3,H1,A2,M1|F_)
	0.0029
	0.003846
	0,0035

	P(C3,H1,A2,M2|F_)
	0.00185
	0.003846
	0,0035

	P(C3,H2,A2,M1|F_)
	0.0002
	0.00035
	0,0014

	P(C3,H2,A2,M2|F_)
	0.0001
	0.00035
	0,0014


Table 29 Distribution of (C, H, A, M|F) – methods comparison

The three dimensional distribution (H, A, M|F_) is given below. We can compare results with the distribution for independent height, age and medical attention. We see that vine-copula method and Bayes method give us similar results.

	Distribution
	Vine-copula method 
	Bayes method
	Entropy method
	H, A, M

independent

	P(H1,A1,M1|F_)
	0.4442
	0.472823
	0,183678
	0.445497

	P(H1,A1,M2|F_)
	0.21705
	0.179112
	0,383854
	0.216004

	P(H2,A1,M1|F_)
	0.0552
	0.03771
	0,065897
	0.052962

	P(H2,A1,M2|F_)
	0.02685
	0.050497
	0,065897
	0.025679

	P(H1,A2,M1|F_)
	0.15485
	0.157499
	0,10862
	0.15641

	P(H1,A2,M2|F_)
	0.0725
	0.084313
	0,108711
	0.075837

	P(H2,A2,M1|F_)
	0.0204
	0.005431
	0,065002
	0.018595

	P(H2,A2,M2|F_)
	0.00895
	0.012614
	0,064897
	0.009016


Table 30 Distribution of (H, A, M|F_) - methods comparison

Let us compare also marginal distribution:

	Distribution
	Vine-copula method 
	Bayes method
	Entropy method

	P(C3|F_)
	0,0152
	0,018182
	0,0182

	P(C2|F_)
	0,1382
	0,138462
	0,185

	P(C1|F_)
	0,8466
	0,843357
	0,843357

	P(H2|F_)
	0,1061
	0.106252
	0,2998

	P(A2|F_)
	0,2568
	0.259857
	0,347234

	P(M2|F_)
	0,3238
	0.326536
	0,623379


Table 31 Marginal distributions of C, H, A, M - methods comparison

When we look at the above tables it is difficult to say which method gives better results. However we can draw some conclusions. In the vine – copula method we used marginal distribution obtained with Bayes method so this is probably the reason behind the similarity of the results. In the GISAI data is a lot of unknowns, this is why the entropy method did not give us good results. Let us look at the Table 32. This table contains probabilities of consequences given fall and given different outcomes of the support safety barriers computed from formula (5.9)

 for Bayes and vine–copula method. When we look at these results we can see some contradictions. 

	Probabilities
	Bayes method
	D-vine method

	P(C1|H1,A1,M1,F_)
	0,873117
	0.861999

	P(C1|H1,A1,M2,F_)
	0,8332943
	0.847961

	P(C1|H2,A1,M1,F_)
	0,9381596
	0.852355

	P(C1|H2,A1,M2,F_)
	0,6939422
	0.843575

	P(C1|H1,A2,M1,F_)
	0,8237767
	0.807233

	P(C1|H1,A2,M2,F_)
	0,8179522
	0.797931

	P(C1|H2,A2,M1,F_)
	0,6532867
	0.808824

	P(C1|H2,A2,M2,F_)
	0,6817821
	0.832402

	P(C2|H1,A1,M1,F_)
	0,1104303
	0.124043

	P(C2|H1,A1,M2,F_)
	0,1678838
	0.138447

	P(C2|H2,A1,M1,F_)
	0,2101565
	0.132246

	P(C2|H2,A1,M2,F_)
	0,1523259
	0.141527

	P(C2|H1,A2,M1,F_)
	0,126604
	0.174039

	P(C2|H1,A2,M2,F_)
	0,1632014
	0.176552

	P(C2|H2,A2,M1,F_)
	0,5886577
	0.181373

	P(C2|H2,A2,M2,F_)
	0,2903916
	0.156425

	P(C3|H1,A1,M1,F_)
	0,0059155
	0.013958

	P(C3|H1,A1,M2,F_)
	0,0182177
	0.013591

	P(C3|H2,A1,M1,F_)
	0,0123575
	0.015399

	P(C3|H2,A1,M2,F_)
	0,0646177
	0.014898

	P(C3|H1,A2,M1,F_)
	0,0244192
	0.018728

	P(C3|H1,A2,M2,F_)
	0,0456157
	0.025517

	P(C3|H2,A2,M1,F_)
	0,0644449
	0.009804

	P(C3|H2,A2,M2,F_)
	0,0277469
	0.011173


Table 32 P(C| H, A, M) based on Vine-Copula and Bayes method

Let us have a look at last two rows in Table 32; based on the data (Bayes method) we obtain that P(C3|H2,A2,M1,F_) > P(C3|H2,A2,M2,F_) this is not plausible as it means that it is more probable to die when help comes promptly. In this case vine-copula method works better. But when we look at few rows above we can see similar strange phenomena for vine – copula method, like for example: P(C3|H1,A1,M1,F_) > P(C3|H2,A2,M1,F_) or P(C3|H1,A2,M2,F_) > P(C3|H2,A2,M2,F_). We tried to increase number of samples, increase precision of computation, but this does not help too much.  Why did this happen? We could say that this is what the experts said so it is the experts’ fault. It is convenient to shift the blame on somebody else, but we have a valid argument that confirms this statement. Two experts with the biggest weight think that probability of death is almost unaffected by factors such as: height of fall, age of victim or medical attention. This is of course their subjective opinion and we cannot change it. Maybe this question was not sufficiently clear and the experts did not understand it (from the answer of one of them it can be calculated that the probability exceeds one). The other factor which can affect such poor results is that the vine-copula method works well for binary variables. When we have three (like for consequence) we must use techniques, which cheat a bit. This can also lead to some error. 
Especially for consequence – Death it seems to be catastrophic.  Let us have a look at the GISAI data in Table 33.
	A1
	M1
	M2
	Un

	H1
	0
	0
	4

	H2
	0
	1
	1

	Un
	0
	1
	0


Table 33 GISAI Data for consequence Deata
	A2
	M1
	M2
	Un

	H1
	0
	0
	5

	H2
	0
	0
	0

	Un
	0
	0
	1


There is only one scenario when all outcomes of our variables are known. This is also very strange since when somebody dies it seems to be reasonable to make a solid report of this accident. But this kind of problem is not the target of this thesis. In the next section I present a solution which is obtained from data but only from the best parts of it. 
5.2.3  Alternative solution

We have only thirteen cases for the consequence “Death” and almost all of them have some unknowns. But for consequence “Recoverable injury” the situation seems to be much better (see Appendix A.2). Still we have a lot of unknowns but 603 scenarios is a quite representative sample. The idea is the same as in the previous section but now we use correlations which we computed from the data. Now, let us consider binary variable C with states “Recoverable Injury” and “More Serious Consequences” (like permanent disability or death). We calculate the rank correlations for these variables from the data and then use them for the original distribution of consequences.

From the GISAI data the probability of recoverable injury given specific factors such as H<5 m, Age <50 years and prompt medical attention are as follows:

P(C1|H1,F_)=0.851237;
P(C1|H1,A1,F_)=0.862176;
P(C1|H1,A1,M1,F_)=0.873117.
Where the marginal distribution
 are:

P(C1|F_)= 0,843357;  P(C2|F_)= 0,138462;    P(C3|F_)= 0,018182; 

	P(H1|F_)=
	0.893748;

	P(A1|F_)=
	0.740143;

	P(M1|F_)=
	0.673464.


The correlations are as follows:

· P(C1|F_)= 0,843357;  P(H1|F_)= 0.893748;
   
P(C1,H1|F_)=P(C1|H1,F_)*P(H1|F_)= 0.851237*0.893748=0.760791366276;
· rCH =0.367257;
· P(C1|H1,F_)= 0.851237;   P(A1|F_)= 0.740143;
           P(C1,A1|H1,F_)=P(C1|A1,H1,F_)*P(A1|F_)= 0.862176*0.740143=0.638133531168;
· rCA|H = 0.1225461;
· P(C1|H1,A1,F_)= 0.862176;     P(M1|F_)= 0.673464;
P(C1,M1|H1,A1,F_)=P(C1| H1, A1,M1,F_)*P(M1|F_)= 0.873117*0.673464=0.588012867288;
· rCM|HA=0.363133;
So we have the following D-vine:
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Figure 12 A D-vine on (C,H,A,M) with conditional rank correlations 

We sampled this D-vine in the UNICORN with 20000 samples. We use four uniform variables (denoted UC, UH, UA, UM) with diagonal band copula with correlations as shown in Figure 12. If sampled value for UH is smaller than P(H1|F_) then we get that H takes value H1 otherwise H2. Similarly for A and M. For C we have that if sampled value for UC is smaller than P(C1|F_) then we get that C takes value C1, if sampled value for UC is bigger than P(C1|F_) but smaller than P(C1|F_)+P(C2|F_) then we get that C takes value C2, otherwise C3.

The distribution of (C, H, A, M|F) based on Vine-Copula and Bayes method is presented in Appendix C.2. The remaining results of this exercise are presented below.   

	Distribution
	Vine-copula method 
	Bayes method
	H, A, M

independent

	P(H1,A1,M1|F_)
	0.44365
	0.472823
	0.445497

	P(H1,A1,M2|F_)
	0.21635
	0.179112
	0.216004

	P(H2,A1,M1|F_)
	0.0511
	0.03771
	0.052962

	P(H2,A1,M2|F_)
	0.0259
	0.050497
	0.025679

	P(H1,A2,M1|F_)
	0.1551
	0.157499
	0.15641

	P(H1,A2,M2|F_)
	0.07915
	0.084313
	0.075837

	P(H2,A2,M1|F_)
	0.0189
	0.005431
	0.018595

	P(H2,A2,M2|F_)
	0.00985
	0.012614
	0.009016


Table 34 Distribution of (H, A, M|F) based on Vine-Copula, Bayes method

The interesting thing in the above table is that results from Vine –copula method and results when H, A, M are independent are almost the same. Hence our assumption of independence seems to be reasonable in this case. The last thing which is important to analyze is P(C|H,A,M,F_).

	Probabilities
	Vine - copula method
	Bayes method

	P(C1|H1,A1,M1,F_)
	0.88808746
	0,873117

	P(C1|H1,A1,M2,F_)
	0.81095447
	0,8332943

	P(C1|H2,A1,M1,F_)
	0.82093933
	0,9381596

	P(C1|H2,A1,M2,F_)
	0.66409266
	0,6939422

	P(C1|H1,A2,M1,F_)
	0.86395874
	0,8237767

	P(C1|H1,A2,M2,F_)
	0.76121289
	0,8179522

	P(C1|H2,A2,M1,F_)
	0.74338624
	0,6532867

	P(C1|H2,A2,M2,F_)
	0.67005076
	0,6817821

	P(C2|H1,A1,M1,F_)
	0.10143131
	0,1104303

	P(C2|H1,A1,M2,F_)
	0.16801479
	0,1678838

	P(C2|H2,A1,M1,F_)
	0.16340509
	0,2101565

	P(C2|H2,A1,M2,F_)
	0.31467181
	0,1523259

	P(C2|H1,A2,M1,F_)
	0.1237911
	0,126604

	P(C2|H1,A2,M2,F_)
	0.21604548
	0,1632014

	P(C2|H2,A2,M1,F_)
	0.23809524
	0,5886577

	P(C2|H2,A2,M2,F_)
	0.30456853
	0,2903916

	P(C3|H1,A1,M1,F_)
	0.01048124
	0,0059155

	P(C3|H1,A1,M2,F_)
	0.02103074
	0,0182177

	P(C3|H2,A1,M1,F_)
	0.01565558
	0,0123575

	P(C3|H2,A1,M2,F_)
	0.02123552
	0,0646177

	P(C3|H1,A2,M1,F_)
	0.01225016
	0,0244192

	P(C3|H1,A2,M2,F_)
	0.02274163
	0,0456157

	P(C3|H2,A2,M1,F_)
	0.01851852
	0,0644449

	P(C3|H2,A2,M2,F_)
	0.02538071
	0,0277469


Table 35 Distribution of (C|H, A, M,F_) based on Vine-Copula, Bayes method

Now the results for Vine-copula method look perfect. I did not find any strangeness, which can not be supported with logical ’arguments. 

Chapter 6

 Conclusions
Several conclusions have been presented throughout this research. This section will summarize the most relevant findings so that the main messages may be pointed out in a more comprehensive way. First we will discuss the presented methods and results from the quantification of the Placement Ladder bowtie. Next we will give the recommendations for future research. We will also point out what can be improved in the quantification of the other bowties.  

Many workers, regardless of industry or occupation, are exposed daily to fall hazards during performance of their job tasks. Who incurs costs when an accident has happened.   Firstly - individual e.g. loss of income, grief and suffering. Secondly - company e.g. production disruption, prevention/risk reduction costs. Thirdly - society e.g. lost earnings, lost production, medical care, and costs of sick leave. In 2003 in the Netherlands the total costs of occupational accidents were 134 million euro. There has been reported 150000 accidents. That makes it 900 euro per accident. The task of this project is the recognition and understanding of the occupational risk for workers in the Netherlands. Thanks to that the powerful prevention can be done that would lead to improvement of safety and reduction of social costs. This will save not only money but may also lead to changes in security polices. 
The key concept in the WORM project is ‘bowtie’ as a pictorial representation of a model of an accident. On the beginning of chapter 2 we described this model. This thesis is concentrated specifically with the quantification of the Placement Ladder bowtie, which is a sub bowtie of the first bowtie “fall from height”. Description and notation of it is given in the section 2.2. 
In quantifying the Placement Ladder bowtie many different sources of data were combined.  Mainly GISAI data was used. When some of the required data was missing then expert judgment approach or questionnaires were used. In accident reports from the GISAI database were a lot of unknowns. In 89.5 % cases one or more outcome of barriers was not noted. We had to face the problem of redistributing unknowns over states of the variables and building distributions based on this data.  Four methods of redistribution were presented in our research: proportion method, maximum entropy approach, bayes method and vine – copula method.  Some general conclusions about these methods can be made: 
· proportion method  - if, in your data, there are many zeros, then you should not choose the proportion method. However, when this is not the case, then this method can be successfully applied even if your data contain many unknowns. But still stays the problem with the order of redistribution.
·  Maximum entropy method – the opposite of the above method. When we have a lot of unknowns then the maximum entropy approach will not be suitable.
· Bayes method - deals with these two problems (e.g. zeros in data and big number of unknowns). 
· Vine- copula method – this method is “just in case”, when data contain some strange phenomena. To apply this method you need to know one dimensional distributions and correlations.  A technique to compute these correlations, as well as the whole method, is described in the section 4.2. This method works for binary variables, at the moment there is no corresponding theory that would give similar results for discrete variables with more then two states.

Chapter 4 describes the above mentioned methods with all theirs advantages and disadvantages. The approach presented later on can be used to quantify other bowties. Surely there are many other methods that can be applied, but the method should be suited to the data such that obtained results will be free of nonsense.  If it is possible to obtain rational consensus using one of methods, then it is fine. If not, then we need to go further in data driven or we only quantify what we can. 


It seems that if something is missing in the data then it is always possible to ask experts about this or use questionnaires. But this is not that easy in practice. Expert Judgment and questionnaires exercise was performed before we received the final GISAI data. So we did not know whether they were good or not. At this moment we are also not able to go back to the experts or questionnaires since this costs money and time. 
 
 The results found through this research, show that there are many unknowns in this field that can be answered if we apply mathematical methods. Quantitative models and computational simulations offer substantial support to companies and customers.  Also Expert Judgment was very helpful.  Thanks to the great performance of the experts and the filtering over the gathered information via Expert Judgment, we have obtained the data, which cannot be obtained from other sources. 

We expect, that next bowties will also be confronted with similar problems e.g. redistribution unknowns, unsatisfactory data etc. Hence methods and general ideas presented in this thesis might be useful.  To make life more easy we programmed the Bayes method and vine-copula method in Visual Basic. The description and manual of these macros are presented in [12]. Because next bowties could be more complicated so maybe in the future it will be necessary to improve these programs.  The program for the Bayes method works up to four dimensions, further extension, even if confusing, is possible.

The results from the investigation show that more emphasis should be placed on data driven approaches. First the final data should be known and then the target questions should be figured out. Parallel work, even if time saving, in general has led to confusion and problems with validation. Haste and negligence in the beginning have a bearing on errors in results.  Finally we obtained for Placement Ladder bowtie satisfactory results, leaving out to take account of all difficulties and trickiness.  

Appendix A - data

Appendix A.1 – all variables and outcomes
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Appendix A.2 –interesting variables only
· Death

	A2
	M1
	M2
	Un

	H1
	0
	0
	5

	H2
	0
	0
	0

	Un
	0
	0
	1


	
	A1
M1
M2
Un
H1
0
0
4
H2
0
1
1
Un
0
1
0



· Permanent Disability
	A1
	M1
	M2
	Un2

	H1
	4
	2
	44

	H2
	0
	0
	9

	Un1
	1
	0
	10


	
	A2
M1
M2
Un2
H1
2
1
19
H2
0
0
4
Un1
0
1
2



· Recoverable injury

	A1
	M1
	M2
	Un

	H1
	29
	10
	296

	H2
	2
	2
	37

	Un
	5
	1
	68


	
	A2
M1
M2
Un
H1
14
7
100
H2
0
1
5
Un
1
1
21

	Un A
M1
M2
Un
H1
0
0
3
H2
0
0
0
Un
0
0
0



Appendix B – Expert Judgment

Appendix B.1: Expert Data

The preferred decision maker is the Item Weight Performance based combination:

Table A.1 Uncertainty Distribution for Variables of Interest, item weight decision maker

Case name : Poprawione              2005-01-13              CLASS version W4.0

________________________________________________________________________________

Resulting solution (combined DM distribution of values assessed by experts)

 Bayesian Updates: no      Weights:  item       DM Optimisation:  yes 

 Significance Level:   0.0006    Calibration Power:   1.0000

_______________________________________________________________________________________________________________________________________________________

 Nr.| Id           |Scale|        5%|       50%|       95%|Realizatii|  Full Name

____|______________|_____|__________|__________|__________|__________|________________      

   1|%instab       |UNI  |     33,39|     51,16|     79,66|        43

   2|%breakrung    |UNI  |     3,107|     8,492|        23|         9

   3|%slip         |UNI  |     3,063|     7,323|     30,88|        21

   4|%OccFat_fall  |UNI  |     5,361|     14,29|      41,6|        12

   5|%OccFat_scaff |UNI  |     1,584|     6,387|      17,2|      11,6

   6|%LadSup       |UNI  |     6,367|     28,38|     56,33|        15

   7|AvTimeSetup   |UNI  |     10,69|      17,1|     70,88|       9,1

   8|AvClimbTime   |UNI  |     8,139|     13,48|      28,2|       7,4

   9|#death/#1rsAid|UNI  | 0,0006725|  0,001991|  0,009717|   0,00246

  10|#death/#claims|UNI  |   0,00103|  0,006015|   0,09574|    0,0182

  11|#TransMiss/100|UNI  |     26,68|     990,4|      9727|          

  12|TimeTransMiss |UNI  |     11,02|     21,41|     58,57|          

  13|#workpl/100   |UNI  |      2108|      4739| 2,701E004|          

  14|TimweWorkplMis|UNI  |       139|     467,7|      1194|          

  15|%MissNotRght  |UNI  |     8,541|     16,64|     62,76|          

  16|%MissNotPP    |UNI  |     12,55|     16,71|     68,53|          

  17|%MissNotAble  |UNI  |     3,081|     7,025|     20,96|          

  18|%NotRgt&NotPP |UNI  |     7,048|     10,05|     23,21|          

  19|%NotPP&NotAble|UNI  |     0,156|     4,103|      18,9|          

  20|%NotRgt&NotAbl|UNI  |     1,245|     6,926|     25,46|          

  21|%TrnsMis_fall |UNI  | 0,0001005| 0,0002071|   0,02392

  22|%wkplMis_fall |UNI  |8,002E-005| 0,0001051|    0,1159|          

________________________________________________________________________________

                                                              (c) 1999 TU Delft

For comparison, Table A.2 shows the results for the Equal Weight Decision Maker:

Table A.2 Uncertainty Distribution for Variables of Interest, equal weight decision maker

Case name : Poprawione                2005-01-12              CLASS version W4.0

________________________________________________________________________________

Resulting solution (combined DM distribution of values assessed by experts)

 Bayesian Updates: no      Weights:  equal      DM Optimisation:  no  

 Significance Level:   0.0000    Calibration Power:   1.0000

______________________________________________________________

 Nr.| Id           |Scale|        5%|       50%|       95%|Realizatii|  Full Name

______________________________________________________________

   1|%instab       |UNI  |     16,84|     64,81|        88|        43

   2|%breakrung    |UNI  |    0,3131|     3,884|     28,56|         9

   3|%slip         |UNI  |     1,237|     11,61|     42,21|        21

   4|%OccFat_fall  |UNI  |     3,555|     17,34|     57,16|        12

   5|%OccFat_scaff |UNI  |   0,09456|     6,332|     29,98|      11,6

   6|%LadSup       |UNI  |     5,254|      25,8|     56,06|        15

   7|AvTimeSetup   |UNI  |     9,188|     21,48|     68,87|       9,1

   8|AvClimbTime   |UNI  |     8,621|        20|     53,95|       7,4

   9|#death/#1rsAid|UNI  | 0,0001329|  0,002032|     0,071|   0,00246

  10|#death/#claims|UNI  |  0,001453|   0,02626|    0,7704|    0,0182

  11|#TransMiss/100|UNI  |     113,9|      4921| 1,803E004|          

  12|TimeTransMiss |UNI  |     10,36|     24,47|     95,63|          

  13|#workpl/100   |UNI  |     833,5|      4905| 2,627E004|          

  14|TimweWorkplMis|UNI  |     56,35|     665,3|      5160|          

  15|%MissNotRght  |UNI  |     3,501|     19,43|     72,81|          

  16|%MissNotPP    |UNI  |     6,216|     31,99|     73,63|          

  17|%MissNotAble  |UNI  |  0,007228|     9,544|     45,35|          

  18|%NotRgt&NotPP |UNI  |     1,228|     9,277|     41,33|          

  19|%NotPP&NotAble|UNI  |  0,004024|     4,442|     25,32|          

  20|%NotRgt&NotAbl|UNI  |  0,004165|      6,67|      39,1|          

  21|%TrnsMis_fall |UNI  |7,162E-008|    0,0825|    0,1238|          

  22|%wkplMis_fall |UNI  |1,066E-006| 0,0007834|    0,7096|          

________________________________________________________________________________

                                                              (c) 1999 TU Delft

The range graphs expert-wise (seed variables) and item-wise (all variables) are shown below.

  Range graph of input data

Expert no. :    1     Expert name:  1        

Items

  1(U)                  [--------------------------*--------]                  

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)      [--*-------]                                                       

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)   [--*-----]                                                            

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)      [------*----------]                                                

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)   [--*---------]                                                        

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)                                  [------------*------------------------]

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)        [--*----]                                                        

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U) [---*---]                                                               

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) [*]                                                                     

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U) |                                                                       

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    2     Expert name:  2        

Items

  1(U)                                                           [---*----]    

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)  [------*--------]                                                      

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)      [--------------*---]                                               

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)          [---*---]                                                      

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)         [-*---]                                                         

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U) [------*------]                                                         

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)      [---------*---------]                                              

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)           [-------------*-----]                                         

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U)         [--*--]                                                         

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U)  *]                                                                     

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    3     Expert name:  3        

Items

  1(U) [------------*------------]                                             

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)  [-*-]                                                                  

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)                     [---------------------*----------------------------]

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U) [----------*-----------]                                                

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U) *]                                                                      

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)  [-----*------------]                                                   

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)      [--------------*-----------------------------------]               

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)                         [-----*----------------------------------------]

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U)        [-------------*-------------------------------------------------]

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U)                        [-----------*-----------------------------------]

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    4     Expert name:  4        

Items

  1(U)                                             [--------*-------------]    

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)    [-*-]                                                                

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U) [*]                                                                     

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)                                                [-----------*-----------]

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)             [----*-------]                                              

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)                           [------------*------]                         

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)           [----*------------------------------]                         

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)    [--*----]                                                            

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) |                                                                       

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U) *-]                                                                     

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    5     Expert name:  5        

Items

  1(U)                                    [-----------------*-----------------]

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)         [--------*-----------------------------------------------------]

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)              [-------------*-----------------------------]              

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)                        [-----------------------*-----------------------]

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)         [-----------------*--------------------------------------------]

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)  [-----*--------------------------------------]                         

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)      [----*--------------]                                              

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)    [-------------*------------]                                         

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) [*-----]                                                                

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U)  [*----]                                                                

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    6     Expert name:  6        

Items

  1(U)                                [---*----]                               

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U)               [--*--------]                                             

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U)              [-------------*--------------]                             

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)            [-----*-----]                                                

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)         [----*---]                                                      

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)               [-----------*------------]                                

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U)                                          [--------------*--------------]

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)           [------*------]                                               

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) [*]                                                                     

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U) |                                                                       

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Expert no. :    7     Expert name:  7        

Items

  1(U)                                             [-----------------*--------]

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  2(U) [*---]                                                                  

Real   ::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::

  3(U) [----*--]                                                               

Real   :::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::

  4(U)                  [-----------------*-----------------]                  

Real   :::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  5(U)  [---*----------]                                                       

Real   ::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::

  6(U)                     [-------------------------*------------------------]

Real   ::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  7(U) [------------------------*------------------------------]               

Real   ::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  8(U)    [--------------------------*----------------------------------------]

Real   #:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

  9(U) |                                                                       

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

 10(U)   *]                                                                    

Real   :#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

                    Range graph of input data

Item no.:   1 Item name: %instab Scale: UNI

Experts

  1                   [---------------------------*---------]                  

  2                                                             [----*----]    

  3 [-------------*-------------]                                              

  4                                               [---------*-------------]    

  5                                      [------------------*-----------------]

  6                                 [----*----]                                

  7                                               [------------------*--------]

Equal     [============================================*=====================] 

Item                     [================*==========================]         

Real::::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::::

                                  43

    10                                                                      90

Item no.:   2 Item name: %breakrung Scale: UNI

Experts

  1      [---*------]                                                          

  2  [-------*--------]                                                        

  3  [-*-]                                                                     

  4    [-*-]                                                                   

  5          [--------*-------------------------------------------------------]

  6               [---*---------]                                              

  7 [*---]                                                                     

Equ [======*=============================================]                     

Item     [=========*===========================]                               

Real::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

                     9

    0,1                                                                     40

Item no.:   3 Item name: %slip Scale: UNI

Experts

  1    [--*-----]                                                              

  2       [--------------*----]                                                

  3                      [----------------------*-----------------------------]

  4 [*-]                                                                       

  5              [---------------*-----------------------------]               

  6              [---------------*--------------]                              

  7 [-----*--]                                                                 

Equ [===============*==============================================]           

Item   [=====*===================================]                             

Real::::::::::::::::::::::::::::::#::::::::::::::::::::::::::::::::::::::::::::

                                  21

     1                                                                      50

Item no.:   4 Item name: %OccFat_fall Scale: UNI

Experts

  1      [-------*----------]                                                  

  2          [----*---]                                                        

  3 [----------*------------]                                                  

  4                                                  [------------*-----------]

  5                         [------------------------*------------------------]

  6            [------*-----]                                                  

  7                   [------------------*------------------]                  

Equal  [=================*=================================================]   

Item      [==========*=================================]                       

Real::::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

                  12

    0,5                                                                     60

Item no.:   5 Item name: %OccFat_scaff Scale: UNI

Experts

  1   [--*---------]                                                           

  2          [-*--]                                                            

  3 *]                                                                         

  4              [----*-------]                                                

  5          [------------------*---------------------------------------------]

  6          [---*----]                                                        

  7  [---*----------]                                                          

Equ [==========*============================================]                  

Item  [========*====================]                                          

Real:::::::::::::::::::::#:::::::::::::::::::::::::::::::::::::::::::::::::::::

                        11,6

    0,05                                                                    40

Item no.:   6 Item name: %LadSup Scale: UNI

Experts

  1                                   [-------------*-------------------------]

  2 [-------*-----]                                                            

  3  [------*------------]                                                     

  4                             [------------*------]                          

  5  [------*---------------------------------------]                          

  6               [-------------*------------]                                 

  7                      [--------------------------*-------------------------]

Equa [===========================*=======================================]     

Item   [============================*=====================================]    

Real::::::::::::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

                  15

     4                                                                      60

Item no.:   7 Item name: AvTimeSetup Scale: UNI

Experts

  1        [--*-----]                                                          

  2      [----------*---------]                                                

  3      [---------------*------------------------------------]                

  4           [-----*-------------------------------]                          

  5      [----*---------------]                                                

  6                                           [---------------*---------------]

  7 [-------------------------*-------------------------------]                

Equal   [============*==================================================]      

Item      [=====*=========================================================]    

Real::::#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

        9,1

     5                                                                      75

Item no.:   8 Item name: AvClimbTime Scale: UNI

Experts

  1 [---*---]                                                                  

  2           [--------------*------]                                          

  3                          [------*-----------------------------------------]

  4    [--*-----]                                                              

  5    [-------------*--------------]                                          

  6           [------*-------]                                                 

  7    [----------------------------*-----------------------------------------]

Equa [===============*================================================]        

Item [======*====================]                                             

Real#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

     7,4

    7,4                                                                     60

Item no.:   9 Item name: #death/#1rsAid Scale: UNI

Experts

  1 [*]                                                                        

  2         [---*-]                                                            

  3        [--------------*---------------------------------------------------]

  4 |                                                                          

  5 [*-----]                                                                   

  6 [*]                                                                        

  7 |                                                                          

Equ [*===================================================]                     

Ite [*=====]                                                                   

Real:#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

     0,00246

    0,0001                                                                 0,1

Item no.:  10 Item name: #death/#claims Scale: UNI

Experts

  1 |                                                                          

  2  *]                                                                        

  3                         [------------*------------------------------------]

  4 *-]                                                                        

  5  [-*---]                                                                   

  6 |                                                                          

  7   []                                                                       

Equ [*=======================================================]                 

Ite *======]                                                                   

Real:#:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

     0,0182

    0,001                                                                    1

Item no.:  11 Item name: #TransMiss/100 Scale: UNI

Experts

  1 [*-]                                                                       

  2            [*]                                                             

  3 [*-]                                                                       

  4          [--------*-------------------------------------]                  

  5                   [------------------*------------------------------------]

  6                       [---*--]                                             

  7                   [------------------*------------------------------------]

Equ [=================*================================================]       

Ite [==*================================]                                      

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    1E-005                                                               2E004

Item no.:  12 Item name: TimeTransMiss Scale: UNI

Experts

  1     [-*---]                                                                

  2                     [------*------]                                        

  3                            [------*---------------------------------------]

  4 [*--]                                                                      

  5 [---*-]                                                                    

  6                  [--*-------------]                                        

  7 [-----*-------------]                                                      

Equ [========*================================================]                

Ite [======*=========================]                                         

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    10                                                                     120

Item no.:  13 Item name: #workpl/100 Scale: UNI

Experts

  1     [---*---]                                                              

  2          [-*---]                                                           

  3 [-*---]                                                                    

  4             [--------------------*----------------------------------]      

  5       [-----*------]                                                       

  6                                                       [-------------*-----]

  7      [------*-------------]                                                

Equ [===========*==========================================================]   

Item    [======*=============================================================] 

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    500                                                               2,75E004

Item no.:  14 Item name: TimweWorkplMis Scale: UNI

Experts

  1  [*----]                                                                   

  2                                                  [----------------*-------]

  3    [-------*--------------------------------------------------------------]

  4 *--]                                                                       

  5  [-*---]                                                                   

  6        [---*----]                                                          

  7    [--------------------*------------------------]                         

Equ [=======*==============================================================]   

Item [===*==========]                                                          

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    45                                                                    5400

Item no.:  15 Item name: %MissNotRght Scale: UNI

Experts

  1       [-----------*--------]                                               

  2              [----*---]                                                    

  3 [-------*------------------]                                               

  4         [----*--------]                                                    

  5                                      [--------*---------------------------]

  6         [----*----]                                                        

  7    [---------------------------------*------------------------------------]

Equal [==============*==================================================]      

Item       [======*===========================================]                

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

     1                                                                      80

Item no.:  16 Item name: %MissNotPP Scale: UNI

Experts

  1                         [-----------------------------*---------]          

  2                         [---------*----]                                   

  3 [-------------*-------------------]                                        

  4     [-------------------*--------------------------------------------]     

  5                         [-----------------------------*-------------------]

  6        [-*----]                                                            

  7 [---*-------------------]                                                  

Equa [========================*=========================================]      

Item       [===*===================================================]           

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

     5                                                                      80

Item no.:  17 Item name: %MissNotAble Scale: UNI

Experts

  1     [--*---]                                                               

  2        [------*--------------]                                             

  3 |                                                                          

  4               [--------------*--------------------------------------------]

  5               [-----------------------------*-----------------------------]

  6         [--*--]                                                            

  7        [---------------------*-----------------------------]               

Equ [=============*=====================================================]      

Item    [=====*====================]                                           

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    1E-005                                                                  50

Item no.:  18 Item name: %NotRgt&NotPP Scale: UNI

Experts

  1          [---*-------]                                                     

  2        [--*--]                                                             

  3 [*-----]                                                                   

  4          [---*--]                                                          

  5              [------------------------------*-----------------------------]

  6           [--*--]                                                          

  7 [---*---------------------------------------]                              

Equ [===========*================================================]             

Item         [===*===================]                                         

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

     1                                                                      50

Item no.:  19 Item name: %NotPP&NotAble Scale: UNI

Experts

  1 [---*-------]                                                              

  2     [----*----]                                                            

  3 |                                                                          

  4                  [------*----]                                             

  5                         [------------------------*------------------------]

  6        [----*----]                                                         

  7 [---*-------------------]                                                  

Equ [==========*===================================================]           

Ite [=========*====================================]                           

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    1E-005                                                                  30

Item no.:  20 Item name: %NotRgt&NotAbl Scale: UNI

Experts

  1  [---*----]                                                                

  2   [--*--]                                                                  

  3 |                                                                          

  4               [--------------*--------------------------------------------]

  5               [--------------*--------------]                              

  6         [--*--]                                                            

  7  [---------*----------------------------------------]                      

Equ [=========*===============================================]                

Item [========*===========================]                                    

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    1E-005                                                                  50

Item no.:  21 Item name: %TrnsMis_fall Scale: UNI

Experts

  1     [--------------------------------------------*------------------------]

  2   [*]                                                                      

  3 |                                                                          

  4 |                                                                          

  5 |                                                                          

  6 |                                                                          

  7 |                                                                          

Equ [========================================*===================]             

Ite *==========]                                                               

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    6,67E-008                                                             0,15

Item no.:  22 Item name: %wkplMis_fall Scale: UNI

Experts

  1         [--------------------------------*--------------------------------]

  2 *---]                                                                      

  3 |                                                                          

  4 |                                                                          

  5 |                                                                          

  6 |                                                                          

  7 |                                                                          

Equ *==========================================================]               

Ite *========]                                                                 

    ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

    1E-006                                                                 0,9

Appendix B.2: Elicitation Protocol

WORM :  Enquiry on the Use of Ladders as Work Place and Falls From Ladders in the Netherlands

Name:…………………………………………………………………………………

Date:…………………………………………………………………………………

Interview team:…………………………………………………………………………

This document contains questions about the use of ladders as a work place and falls from placement ladders in the Netherlands. You are kindly requested to give an estimate for every question, including your attendant uncertainty, in form of 5-, 50- and 95- percentiles of your uncertainty distribution. Please relate every question to a typical worker in the Netherlands who uses a placement ladder on a typical  day of the year in a typical company in the Netherlands.

Definitions and Assumptions:

· A fall from ladder is a fall which results in death or serious physical and/or mental injury that has led to hospitalization or observation (excepting polyclinical treatment) within 24 hours, as well as the suspicion exists for permanent physical or mental injury. 

· A ladder mission is a complete ascent-descent event on a ladder. The ladder might be used as means of transport (only ascent and descent) as well as work place (ascent, working while standing on the ladder, and descent). The ladder is meant to be a placement ladder. Step ladders and ladders built in scaffolds are not taken into account.

· A ladder is called the Right Ladder for the job if the ladder satisfies the Occupational Safety and Health Regulation (Arbobesluit), Art 3.16 (Prevention of fall hazards)
:

1. It is an industrial product for professional use;

2. It extends at least one meter above the standing step or the exit height;

3. It is tested and maintained;

4. It has the proper accessories for the use on slipper surface (as in the Arbobesluit) ;

5. Its steps and rungs are checked to be free from grease, oil, wet paint, mud, snow, ice, paper and other slippery materials.

· A ladder is well Placed and Protected if all the following conditions are satisfied:

1. It is placed on the surface that is even and firm;

2. If placed at steep angle it is secured on the top;

3. If placed at too wide angle the measures are taken to prevent sliding;

4. If the ladder is long (7 or more meters) it is secured at the top and at the ground;

5. The measures are taken to prevent the ladder to be hit by any object, an opening door and/or moving vehicles.

· A person climbing a ladder is Able to do the job if he/she:

1. Climbs the ladder while facing it and keeping feet in the center of a ladder;

2. Does not climb it from the side or from above the top from another ladder;

3. Does not slide down the ladder; 

4. Does not overreach or stand on the top rungs;

5. Does not move the ladder while standing on it;

6. Is well prepared to use the ladder that is has clean shoes from debris and slipper materials;

7. Is not under influence of alcohol, drugs, medication;

8. Does not feel sick, dizzy.

Questions 1, 2, 3

In a hospital in a Western country about 150 patients were given emergency treatment in the 1990’s after falling from a ladder.
1. What percentage of the cases was the result of instability of the ladder (the ladder slid or tipped sideways)?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

2. What percentage of the cases was the result of a rung of the ladder breaking? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

3. What percentage of the cases was the result of the user slipping or stumbling on the ladder?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 4
What percentage of all fatal occupational accidents in a large Western country in 2000 was the result of a fall? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 5
What percentage of all fatal occupational accidents in that same Western country was the result of falling from scaffolds in 2000?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 6
What percentage of falling accidents with ladders in a West European country in the 1970’s – 1980’s was the result of inadequate support at the base of the ladder?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 7, 8
In a machine hall a test was conducted using ladders, and involving 21 male workers whose average age was 42 years. 

7. 
What was the average time required to set up the ladder?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

8
What was the average time required to climb up the ladder?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 9, 10
In the period 1993 – 1999,  228,883 injury incidents were registered in all occupational categories in a West European country. 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

9
What is the ratio of the number of fatal injury incidents to the number of injury incidents requiring ONLY first aid treatment?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

10
What is the ratio of the number of fatal injury incidents to the number of incidents involving serious injury (involving insurance claims)?

Question 11

Given 100 people chosen randomly from the Dutch working population, who use a placement ladder regularly solely as a means of transport  for their work, how many ladder missions will they perform in a random week? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 12

Given a randomly chosen mission what is its duration,  provided the ladder is used solely as a means of transport?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 13

Given 100 people chosen randomly from the Dutch working population, who use a placement ladder regularly as a work place too for their work, how many ladder missions will they perform in a random week? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 14

Given a randomly chosen mission what is its duration provided the ladder is used also as a work place?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 15

What is the percentage of ladder missions in which the ladder used was not the Right Ladder?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 16

What is the percentage of ladder missions in which the ladder was not correctly Placed and Protected?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 17

What is the percentage of ladder missions in which the user was not Able to do the job? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 18

What is the percentage of ladder missions with not Right Ladder in which the ladder was not correctly Placed and Protected? 

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 19

What is the percentage of ladder missions in with wrong Placement and Protection in which the user was not Able to do the job?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 20

What is the percentage of ladder missions with not Right Ladder in which the user was not Able to do the job?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 21

What is the percentage of ladder missions that resulted in a Fall provided the (placement) ladder is used solely as a means of transport?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 22

What is the percentage of ladder missions that resulted in a Fall provided the (placement) ladder is used also as a work place?

------------                                                ------------                                         ------------

        5%                                                        50%                                                   95%

Question 23

The relative frequency of  death given  fall from ladder is known. This number is based on aggregating all different types of falls from ladders. We are interested in how specific factors may influence the likelihood of death

23.1 
By what factor would the relative frequency of death increase/decrease  if the fall were   from a height greater than 5 meters?
Rel.freq (death  |fall  >5m,) =   K1 ( Relfreq (Death | fall)

K1 = ________________________.

23.2 
By what factor would the relative frequency of death increase/decrease  if the fall were   from a height greater than 5 meters onto Hard Surface?
Rel.freq (death  |fall  >5m, Hrdsurf) =   K2 ( Relfreq (Death | fall)

K2 = ________________________.

23.3 
By what factor would the relative frequency of death increase/decrease  if the fall were   more than 5 meters, on a Hard Surface,  and the falling person were over 50 years of age?

Rel.freq (death  | >5m,  > 50yr, HrdSurf) =   K3 ( Relfreq (Death | fall)

K3 = ________________________.

23.4 
By what factor would the relative frequency of death increase if the fall were  on a Hard Surface,  over 50 years of age, and Hospitalisation took place after 24 hours?

Rel.freq (death  | >5m, > 50ys, HrdSrf, Hosp>24hrs) =   K4 ( Relfreq (Death | fall)

K4 = ________________________.

Appendix B.3: Definitions and concepts for Expert Judgement

This appendix gives an explanation of the key notions underlying the measurement of performance and the classical model.

CALIBRATION

An expert states n fixed quantiles for his/her subjective distribution for each of several uncertain quantities taking values in a continuous range. There are n+1 ‘inter-quantile intervals’ into which the realizations (actual values) may fall. Let p = (p1,…,pn+1) denote the theoretical probability vector associated with these intervals. Thus, if the expert assesses the 5%, 25%, 50%, 75% and 95% quantiles for the uncertain quantities, then n = 5 and  p = (5%, 20%, 25%, 25%, 20%, 5%). The expert believes there is 5% probability that the realization falls between his/her 0% and 5% quantiles, a 20% probability that the realization falls between his/her 5% and 25% quantiles, and so on. Suppose we have such quantile assessments for N seed variables. Let s = (s1,…sn+1) denote the empirical probability vector of relative frequencies with which the realizations fall in the inter quantile intervals. Thus
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 And, so on.

If the expert is well calibrated, he/she should give intervals such that – in a statistical sense-  5% of the realizations of the calibration variables fall into the corresponding 0% to 5% intervals, 20% fall into the 5% to 25% intervals, etc.

Under the hypothesis that the uncertain quantities may be viewed as independent samples from the probability vector p, the quantity:
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is asymptotically Chi-square distributed with n degrees
 of freedom. Thus, if 
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 is the cumulative distribution function for a Chi-square variable with n degrees of freedom, then

CAL = 1 - 
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is the upper tail probability, and is asymptotically equal to the probability of seeing a disagreement no larger than I(s,p) on N realizations, under the hypothesis that the realizations are drawn independently from p.

CAL is a measure of the expert’s calibration. Low values (near zero) correspond to poor calibration. This arises when the difference between s and p cannot be plausibly explained as the result of mere statistical fluctuation. In the language of hypothesis testing, CAL is the “p-value” at which we would reject the hypothesis that the expert’s probability values, as given by p, are true. For example, if N = 10, and we find that 8 of the realizations fall below their respective 5% quantile or above their respective 95% quantile, then we could not plausibly believe that the probability for such events was really 5%. This phenomenon is sometimes called “overconfidence”.   Similarly, if 8 of the 10 realizations fell below their 50% quantiles, then this would indicate a “median bias”. In both cases, the value of CAL would be low. High values of CAL indicate good calibration. 

INFORMATION

Information shall be measured as Shannon’s relative information with respect to a user-selected background measure. The background measure will be taken as the uniform (or loguniform) measure over a finite “intrinsic range” for each variable. For a given uncertain quantity and a given set of expert assessments, the intrinsic range is defined as the smallest interval containing all the experts’ quantiles and the realization, if available, augmented above and below by K%. The relative information of expert e on a given variable is:
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Where

· ri are the background measures of the corresponding intervals 

· n the number of quantiles assessed. 

Overall informativeness per expert is the average of the information scores over all variables.  For each expert, an information score for all variables is obtained by summing the information scores for each variable
. Roughly speaking, with the uniform background measure, more informative distributions are gotten by choosing quantiles, which are closer together, whereas less informative distributions result when the quantiles are farther apart. 

The calibration score is a “fast” function; that is differences of se3veral orders of magnitude are observed in a relatively small group of experts with, say 12 calibration variables. On the other hand, information is a “slow” function; differences are typically within a factor three. In combining expert judgments, these scores are multiplied and normalized; hence in combining experts, the calibration score dominates over information score. Information serves to modulate between more or less equally well-calibrated experts. 

Appendix C

Appendix C.1 - Proofs
Proposition 1. Let (U,V) be distributed according to 
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 the correlation between X and Y. Then the following relations hold
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 given above is one of the three real solutions of (2). The two other solutions:
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are not relevant as they do not yield values for 
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Proof:

The correlation between X and Y is given by the following formula:
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We have that X,Y are joined by copula, so FX(u)~U[0,1] and FY(u)~U[0,1]. This means that EX=
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Solving this equation whit respect to 
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 we obtain result.

Theorem 3: For events A and B the product moment correlation is:
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where:
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Proof:

 When 
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Appendix C.2 - Results

	Distribution
	Vine-copula method
	Bayes method

	P(C1,H1,A1,M1|F_)
	0.394
	0.41283

	P(C1,H1,A1,M2|F_)
	0.17545
	0.149253

	P(C1,H2,A1,M1|F_)
	0.04195
	0.035378

	P(C1,H2,A1,M2|F_)
	0.0172
	0.035042

	P(C1,H1,A2,M1|F_)
	0.134
	0.129744

	P(C1,H1,A2,M2|F_)
	0.06025
	0.068964

	P(C1,H2,A2,M1|F_)
	0.01405
	0.003548

	P(C1,H2,A2,M2|F_)
	0.0066
	0.0086

	P(C2,H1,A1,M1|F_)
	0.045
	0.052214

	P(C2,H1,A1,M2|F_)
	0.03635
	0.03007

	P(C2,H2,A1,M1|F_)
	0.00835
	0.007925

	P(C2,H2,A1,M2|F_)
	0.00815
	0.007692

	P(C2,H1,A2,M1|F_)
	0.0192
	0.01994

	P(C2,H1,A2,M2|F_)
	0.0171
	0.01376

	P(C2,H2,A2,M1|F_)
	0.0045
	0.003197

	P(C2,H2,A2,M2|F_)
	0.003
	0.003663

	P(C3,H1,A1,M1|F_)
	0.00465
	0.002797

	P(C3,H1,A1,M2|F_)
	0.00455
	0.003263

	P(C3,H2,A1,M1|F_)
	0.0008
	0.000466

	P(C3,H2,A1,M2|F_)
	0.00055
	0.003263

	P(C3,H1,A2,M1|F_)
	0.0019
	0.003846

	P(C3,H1,A2,M2|F_)
	0.0018
	0.003846

	P(C3,H2,A2,M1|F_)
	0.00035
	0.00035

	P(C3,H2,A2,M2|F_)
	0.00025
	0.00035


Table 36 Distribution of (C, H, A, M|F) based on Vine-Copula, Bayes method

Appendix C.3 – Software  
Appendix C.3a Creating joint distribution based on Bayes Theory

The first program can be used to create a joint distribution based on partial information from data. The main window of this program is presented in Figure 13. The user must fill in textboxes. 
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Figure 13 Input data
To find number of observations after redistributing the unknowns, one must press “NUMBER OBSERVATION” button. The method of redistribution the unknowns is described in section 4.1. After pressing button “Distribution” we will see window with join distribution of (A, B).
Appendix C.3b Computing correlation between two variables using Diagonal Band Copula
To automatize the procedure of recover rank correlation using diagonal band copula the following program can be used. The main window of this program is presented in Figure 1
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Figure 14 Calculate correlation
The user must fill in textboxes P(X), P(Y) and P(X, Y) and press button “Calculate”. Then in Cell 1 the value for the bandwidth of the diagonal band copula is shown and in Call 2 we will see corresponding correlation.

Appendix C.3c  Creating joint distribution with vine- copula method
We run this macro and we will see the following window:
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First we mast import the samples from the sample file to excel spreadsheet. We must press button “Number of states” and fill in the number of states for each variable, then we must press “Input marginal” and fill in the form. After pressing “Calculate probabilities” the joint distribution of all variables will be computed and after some time (time depends on number of samples and variables, for our case it is about 20 second) we see results. Then the main window will be again active. One can also compute all one dimensional marginal distributions, just press button “Compute marginal” and select the variables of interest. Then click “Calculate” and the joint distribution of selected variables will appear.
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� 1994 - 2000 data


� The term “bowtie” is described in the next section.


� TU Delft Worm’s members: Dr Louis Goossens, Prof Dr Roger Cooke, Dr Dorota Kurowicka, Prof. Andrew Hale, Dr Paul Swuste, Beata Kaczałko.


� Health and Safety Executive “Statistics of Fatal Injuries 2003/04”


� Kaplan S. and B.J. Garrick [1981]  On the quantitative definition of risk. Risk Analysis, 1(1), 11-27


� Safety barriers are the measures to reduce the risk of major hazards establishments; they act with a decrease of the failure probability, to be discussed below.


� A scenario is a pathway through this bowtie-centre from a causal process (LHS) through to a consequence process (RHS).


� It is necessary to specify how many accident records need to be examined in order to have enough information for quantification purposes.


� Model proposed in the document [2] 


� Article 3.16 Prevention of fall hazards





� PSBs which occur on Right Hand Side of the bowtie.


� Appendix B.2 contains  a summary of the questionnaire used for the elicitation in the present example.


� Scoring is assignment a numerical value to probability assessments on the basis of observation. A scoring rule is called strictly proper if a subject receives his best expected score if and only if his stated assessment corresponds to his true opinion. See for example Cooke 1991, chapter 9.


� For each value of ( it is defined a decision maker dm(  computed as a weighted linear combination of the experts whose calibration score exceeds (. dm( is scored with respect to calibration and information. The weight which this dm( would receive if he were added as a “virtual expert” is called the "virtual weight" of dm(. The value of ( for which the virtual weight of dm( is the greatest is chosen as the cut-off value for determining the unweighted expert.


� When u5 is nonzero then first we redistribute u5 over remaining states of unknowns and then we proceed like it is described.


�  Likelihood function is a conditional probability function.


� Xi is conditionally independent with parameter � EMBED Equation.DSMT4  ��� when P(Xi,Xj|� EMBED Equation.DSMT4  ���)=P(Xi|� EMBED Equation.DSMT4  ���)P(Xj|� EMBED Equation.DSMT4  ���) for i,j=1,…n  and i� EMBED Equation.DSMT4  ���j


� The degree of the node is the number of edges connected with it.


� The ordinal variables are those, whose states (values) have an ordering.


� UX underlies X=[X,X’] means that P(UX<P(X))=P(X) and P(UX>P(X))=P(X’)





� Mission is described on the page 86 (in the section “Probability of fall”)


� Multiplication rule: P(A,B)=P(A|B)P(B) or P(A,B)=P(B|A)P(A)


� To redistribute unknowns over states of distributions the Bayes method was used. 








� Computed based on Bayes method


� Article 3.16 Prevention of fall hazards


To be filled in with the official English text of SZW


� I(s,p) is the Shannon relative information of s with respect to p. For all s,p with pi > 0, i = 1,…, n+1, we have I(s,p) ( 0 and I(s,p) = 0 if and only if s=p (see Kullback 1959).


� P(2NI(s;p) ( x) ( � EMBED Equation.3  ���(2NI(s;p))


� This corresponds to the information in the expert’s joint distribution relative to the product of the background measures under the 


assumption that the expert’s distributions are independent.
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