Chapter 4

Experiments Using Real Data

4.1. Introduction

In the previous chapter we have seen that Kalman filter can perform well in known conditions. In this chapter we are going to perform some experiments using the real measurement data. The data used in these experiments were taken from Vlissingen and Hoek van Holland in the period of 00:00 January 1, until 23:00 December 31, 1999. The observation data is taken every 10 minutes. Besides applying Kalman filter to the real data, we also made other analysis. In the second section, we perform Fourier analysis and energy estimation over frequency domain from the measurement data. This is important in order to gain a better understanding about the data. In the third section, we present some results of applying harmonic analysis to see the behaviour of the harmonic parameters contained within the data. A comparison between classical and adaptive harmonic analysis is presented in the fourth chapter. The rest of the chapter is then intended to present some results of experiments using Kalman filter with one or more additional model representing the meteorological effects. The filter parameters are manually specified by using “physical intuition” and “trial and error”; that is the value of the parameters are continuously varied until the filter gives satisfactory performance. 

4.2. Fourier Analysis and Energy Estimation

In order to understand better about the observation data, we performed the Fourier analysis on the data over the whole observation interval. We are especially interested in whether there are some important high-frequency components contained within the data. The Fourier transforms of both data from Hoek van Holland and Vlissingen are shown in Figure 4.1. Because the sampling period is 10 minutes, the highest frequency that we can still analyse is 1080 degree/hour.

From these pictures we see that the most important constituents lie in the frequency band 0 – 200 deg/hour. To gain insight about the energy distribution over the whole frequency band, we also computed the cumulative energy spectrum as shown in Figure 4.2. 

From these plots we see that for both Hoek van Holland and Vlissingen, the energy distribution is concentrated on the frequency band 0 – 200 deg/hour. The jump in the plot shows the contribution of constituent M2, which is the most important component. These plots also show that the energy contribution from the spectrum beyond 200 deg/hour seems to be not significant. 

To understand the importance of each frequency band, we divide the spectrum into several frequency bands and compute the cumulative energy contributed by each band as well as the total energy. The energy of each band relative to the total energy is shown in Figure 4.3. The frequency bands are chosen such that they reflect the constituents we consider as important. The frequency band 13 – 16 deg/hour corresponds to constituents O1 and K1, 27 – 32 deg/hour to MU2, M2, S2, and 2SM2, 56 – 59 deg/hour to 3MS4, M4, and MS4, 86 – 88 deg/hour to M6 and 2MS6, 115 – 117 to M8 and 3MS8, and 145 – 147 deg/hour to 4MS10. The other frequency bands are just the band in between these important bands.
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Figure 4.1. Fourier spectrum of water level observation data
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Figure 4.2. Cumulative energy spectrum

From these plots we see that the frequency band 27 – 32 deg/hour is the most important band in observations data taken both in Hoek van Holland and Vlissingen. The frequency band 0 – 13 deg/hour also shows its importance, especially in Hoek van Holland. This frequency band corresponds to low frequency components, which is mainly due to meteorological effects. We also see that the high frequency band 147 – 1080 contributes only 1% and 0.02% to the total energy in Hoek van Holland and Vlissingen respectively. Estimating the water level contributed by this frequency band by taking square root of the cumulative energy of the band, we obtain that its maximum contribution equals to 3.12 cm and 3.00 cm in Hoek van Holland and Vlissingen respectively.

Nevertheless, the zoomed pictures of the Fourier spectrums show some other peaks as in Figure 4.4, which might be important. In Appendix E and F we also give the zoomed pictures on each frequency band of interval 200 deg/hour. Here we only show the spectrum for the frequency band 200 – 400 deg/hour.
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Figure 4.3. Relative energy contribution

From these pictures we still see that there are some peaks indicating the astronomical tides constituents, which might be important in forming the whole tidal signal. As shown in the Appendix, we no longer see any peaks in the spectrum beyond 400 deg/hour. The energy contributions from the frequency beyond 400 deg/hour are 0.008% and 0.001% in Hoek van Holland and Vlissingen respectively. These correspond to the estimation of maximum contributed water level 0.90 and 0.66 cm respectively. These contributions are not significant. Therefore we can deduce that there is no important high-frequency component contained within the data and that in modeling the tidal signal we can focus on the frequency band 0 – 200 deg/hour.
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Figure 4.4. Spectrum over frequency band 200 – 400 deg/hour
4.3. Harmonic Analysis

To gain some insight about the behaviour of the harmonic parameters contained within the data, we performed the harmonic analysis over the whole interval of the observation data. The set of components used in the experiment is the “Neap-Spring” tides components. The analysis was conducted over two-week interval in the whole period of observation. The time interval used in this analysis is given in the Table 4.1. The two-week interval is chosen because this is the minimum interval we can use to be able so separate all the constituents in the analysis. Here we would like to see the characteristic of the constituents; that is whether they are stable, random, or varying with a certain pattern over the whole year. Some of the results of the analysis are shown in Figure 4.5 and 4.6.

Table 4.1. Time Window Used in Harmonic Analysis
	Index
	Begin
	End
	Index
	Begin
	End
	Index
	Begin
	End

	1
	1-jan-99
	15-jan-99
	18
	30-apr-99
	14-mei-99
	35
	27-aug-99
	10-sep-99

	2
	8-jan-99
	22-jan-99
	19
	7-mei-99
	21-mei-99
	36
	3-sep-99
	17-sep-99

	3
	15-jan-99
	29-jan-99
	20
	14-mei-99
	28-mei-99
	37
	10-sep-99
	24-sep-99

	4
	22-jan-99
	5-feb-99
	21
	21-mei-99
	4-jun-99
	38
	17-sep-99
	1-okt-99

	5
	29-jan-99
	12-feb-99
	22
	28-mei-99
	11-jun-99
	39
	24-sep-99
	8-okt-99

	6
	5-feb-99
	19-feb-99
	23
	4-jun-99
	18-jun-99
	40
	1-okt-99
	15-okt-99

	7
	12-feb-99
	26-feb-99
	24
	11-jun-99
	25-jun-99
	41
	8-okt-99
	22-okt-99

	8
	19-feb-99
	5-mrt-99
	25
	18-jun-99
	2-jul-99
	42
	15-okt-99
	29-okt-99

	9
	26-feb-99
	12-mrt-99
	26
	25-jun-99
	9-jul-99
	43
	22-okt-99
	5-nov-99

	10
	5-mrt-99
	19-mrt-99
	27
	2-jul-99
	16-jul-99
	44
	29-okt-99
	12-nov-99

	11
	12-mrt-99
	26-mrt-99
	28
	9-jul-99
	23-jul-99
	45
	5-nov-99
	19-nov-99

	12
	19-mrt-99
	2-apr-99
	29
	16-jul-99
	30-jul-99
	46
	12-nov-99
	26-nov-99

	13
	26-mrt-99
	9-apr-99
	30
	23-jul-99
	6-aug-99
	47
	19-nov-99
	3-dec-99

	14
	2-apr-99
	16-apr-99
	31
	30-jul-99
	13-aug-99
	48
	26-nov-99
	10-dec-99

	15
	9-apr-99
	23-apr-99
	32
	6-aug-99
	20-aug-99
	49
	3-dec-99
	17-dec-99

	16
	16-apr-99
	30-apr-99
	33
	13-aug-99
	27-aug-99
	50
	10-dec-99
	24-dec-99

	17
	23-apr-99
	7-mei-99
	34
	20-aug-99
	3-sep-99
	51
	17-dec-99
	31-dec-99
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Figure 4.5. Harmonic parameters, Hoek van Holland
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Figure 4.6. Harmonic parameters, Vlissingen

From these plots we see that all constituents are not stable over the whole year. Nevertheless, from the plots of amplitude, although they are varying over time, the trend of the variation shows quite a periodic pattern. Moreover, the results of Hoek van Holland and Vlissingen both show similar patterns, although they have different values. From the plots of phases, we see that only some of the constituents show a ‘regular’ trend in the variation, for instance M2, S2, O1, MS4, and M6. Moreover, not all the constituents have similar pattern in both Hoek van Holland and Vlissingen.

4.4. Comparison With The Harmonic Analysis

In this section, two experiments are performed to compare the results using Kalman filter to the one obtained using harmonic analysis. The first experiment shows a special case when both classical and adaptive harmonic analyses produce the same estimates. In the second experiment, we compare the performance of both analyses by applying them to the same set of observation data and comparing the prediction using the analyses results.

In Chapter 1 it is shown that the harmonic analysis is based on a least square estimator. As shown in [Jazwinski, 1970], when the dynamical system model is noise free, then the filter will yield a recursive least squares algorithm. Therefore, if we set the parameter a equal to zero, it should produce the same estimates with those obtained by harmonic analysis for the same problem formulation. An experiment was performed to check this. The data used in the experiment is the full tidal signal taken in January 1 – February 1, 1999 in Vlissingen. The results are shown in Table 4.2.

Table 4.2. Components estimates
	 
	Harmonic Analysis
	Kalman Filter

	Component
	Amplitude
	Phase
	Amplitude
	Phase

	A0
	0.05
	0
	0.0453
	0

	O1
	0.13
	2.51
	0.1304
	2.5095

	K1
	0.06
	-0.11
	0.0587
	-0.1120

	MU2
	0.13
	1.13
	0.1276
	1.1347

	M2
	1.82
	-0.08
	1.8184
	-0.0770

	S2
	0.44
	1.65
	0.4426
	1.6473

	2SM2
	0.04
	0.36
	0.0414
	0.3590

	3MS4
	0.02
	1.68
	0.0154
	1.6796

	M4
	0.15
	-0.28
	0.1467
	-0.2826

	MS4
	0.07
	1.37
	0.0712
	1.3680

	M6
	0.10
	-1.58
	0.1004
	-1.5757

	2MS6
	0.08
	0.08
	0.0842
	0.0840

	M8
	0.04
	-2.57
	0.0441
	-2.5671

	3MS8
	0.05
	-0.97
	0.0540
	-0.9750

	4MS10
	0.02
	-1.15
	0.0171
	-1.1538


From this table we see that both methods give the same estimates. It should be noted here that the value of measurement noise R is irrelevant. Since the system noise is zero, the ratio between the system and measurement noise covariance is always zero. As a function of the ratio between system and measurement noise, the Kalman gain will also be the same for all value of measurement noise R. Therefore, we will have the same filter and it will always produce the same estimates regardless of the value of R.

Another experiment was performed using 12 weeks observation data taken in Vlissingen from 1 January – 26 March 1999. In this experiment we use both the classical harmonic analysis and the adaptive harmonic analysis to analyse the data. A one-day ahead prediction is then carried out by using the results of this analysis. The harmonic parameters resulted from the analysis are shown in Table 4.3 while the prediction is presented in Figure 4.7.

Table 4.3. Components estimates 
	Components
	Adaptive
	Classical

	
	Amplitude
	Phase
	Amplitude
	Phase

	A0
	0.0443
	0
	0.0658
	0

	O1
	0.0425
	2.4004
	0.1027
	2.4295

	K1
	0.0628
	1.6303
	0.0463
	0.3394

	MU2
	0.2573
	2.5583
	0.1424
	1.0024

	M2
	1.5905
	-0.1243
	1.7949
	-0.0876

	S2
	0.3254
	1.8547
	0.4867
	1.6756

	2SM2
	0.0214
	2.6228
	0.0449
	0.2810

	3MS4
	0.0371
	2.1415
	0.0130
	0.7719

	M4
	0.1513
	-0.0783
	0.1530
	-0.1666

	MS4
	0.0825
	1.5351
	0.0836
	1.6827

	M6
	0.1561
	-1.6527
	0.0965
	-1.5258

	2MS6
	0.0657
	-0.3023
	0.0944
	0.1886

	M8
	0.0775
	-2.7392
	0.0400
	-2.5103

	3MS8
	0.0466
	-1.5183
	0.0555
	-0.8462

	4MS10
	0.0130
	1.0775
	0.0199
	-0.9451
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Figure 4.7. Water level prediction using both classical and adaptive harmonic analysis

From this table we see that the adaptive harmonic analysis results are different from the classical one and yet they are in the same order of magnitude. In the figure showing the comparison of prediction using both methods, we see that prediction using the adaptive harmonic analysis is always closer to the observation. This means that the adaptive harmonic analysis predicts better than the classical one.

4.5. Surge Data

In the next experiments, we use residual or surge data instead of the full observation data. The surge data is the full observation data minus the astronomical tides obtained using the operational harmonic analysis. Using the operational harmonic analysis, the astronomical tides data has been extracted as good as possible from the full observation data. Nevertheless, the spectrum of the surge data as shown in Figure 4.8 still contains some peaks. The spectrum were determined using observations from 00:00 January 1, 1999 until 23:00 December 31, 1999 in both Vlissingen and Hoek van Holland. These peaks indicate that the surge data still contains astronomical tides. Moreover, because the surge also contains narrow-band processes, we can use the adaptive harmonic analysis scheme to estimate the harmonic parameters of the remaining astronomical tides. Using the surge in the analysis is more preferable, because if we can make a prediction of astronomical tides contained within the surge, it will make some improvement to the overall system, however small the improvement is. Moreover, because the new method is not intended to replace the existing one, we only need to improve the error of the existing method.
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Figure 4.8. Fourier spectrum of observed surge

In Figure 4.9 we present the relative cumulative energy at several frequency band chosen in the same way as in section 2. From these figures we see that now most of the energy lie in the frequency band 0 – 13 deg/hour, which corresponds to the meteorological effect.
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Figure 4.9. Relative energy contribution in observed surge
The fact that the meteorological effect is dominating the observation data makes it very crucial to include a model representing this effect into the Kalman filter. The rest of this chapter is intended to presenting the experiments using surge data and the Kalman filters, which incorporate meteorological effects model.

4.6. AR1 for Meteorological Effect

In this experiment, we consider the meteorological effect as noise and use AR1 model to represent it. Similar to the representation of astronomical components, the weather components is written as:
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where ww is a noise process with statistics

E[ww(tk)]=0 
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 represents the water level due to the meteorological effect at time tk and (t is the time step. In the state space representation, we just add one more state to the original state space representation described in Chapter 2.

To find the correlation time parameter 1/aw of the AR1 model, we made the autocorrelation plot of the observed surge and then compare it to the theoretical one. The plot is shown in Figure 4.10.
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Figure 4.10. Autocorrelation
The parameter of the theoretical plot is chosen by trial and error, by fitting the autocorrelation plot of the theoretical to that of the residual. After several trials, we found that the correlation time 24 hours is reasonably good in representing the residual, as can be seen from the figure above.

The correlation time parameter (1/a) of the other components is set to be 1 month. The standard deviation of the system noise of each astronomical component is 2 cm, while for the weather component 10 cm. The standard deviation of the measurement error is also set 2 cm. With this set of parameters, the Kalman filter is then used to analyse the surge data taken in Vlissingen. One of the results for the component S2(A) is shown in the Figure 4.11.
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Figure 4.11. Estimates of S2(A)
In this figure we plot the estimate of component S2(A) obtained using the Kalman filter both with and without AR1. From this figure, we see that the effect of AR1 is to smooth the estimates obtained when the meteorological effect is not modelled. From the previous chapter we see that the effect of missing component is that it introduces variation to the estimates. This shows that incorporating AR1 to the filter model makes the model more complete in describing the signal. 

Some predictions are carried out using these estimates. The best prediction that can be achieved is the prediction of one time step ahead, which is 10 minutes ahead. The plots of water level prediction are shown in Figure 4.12. 
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Figure 4.12. Total prediction, 10 minutes ahead
The total prediction is the prediction of the water level, which consists of both astronomical tides and the meteorological effects. From the figures above we see that the prediction using Kalman filter can follow the observation data very well.

The prediction of only the astronomical tides is shown in Figure 4.13. 
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Figure 4.13. Astronomical tides prediction, 10 minutes ahead
To gain some insight about how well the astronomical tides are extracted from the observation data, the fourier spectrum of the final residual, which is the observation data minus the astronomical tides prediction, is computed. Figure 4.14 shows this spectrum.
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Figure 4.14. Fourier spectrum of final residual
If we compare this spectrum with the spectrum of the original data shown in Figure 4.8, we see that almost all of the astronomical tides have been extracted from the surge data. However, there is still a small peak at frequency around 180 deg/hour. This peak still exists because we do not include it in the filter model.

The predictions of astronomical tides for some time ahead are also carried out. The results are shown in Figure 4.15 – 4.18. Here, the prediction is plotted together with the 10 minutes-ahead predictions as the background in order to have an idea of how good the prediction is compared to the best prediction possible.
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Figure 4.15. Astronomical tides prediction, 1 hour ahead
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Figure 4.16. Astronomical tides prediction, 6 hours ahead
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Figure 4.17. Astronomical tides prediction, 12 hours ahead
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Figure 4.18. Astronomical tides prediction, 24 hours ahead

Figure 4.19 shows the Fourier spectrum of the final residual of each of these longer-term predictions.
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Figure 4.19. Spectrum of final residual
4.7. Kalman filter with Wind Set-up Model

Another approach to represent the meteorological effects in the tidal signal is to use the wind set-up model developed by Schalkwijk in 1947. In [Heemink, A.W. 1986], it is explained that the model assumes a quadratic relationship between the wind speed and the wind effect:
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where:

s    : wind effect or set up

VN: wind speed

(N : direction of the maximum wind effect

(N : wind direction

aN : coefficient

By incorporating it to the filter model, the wind set-up model is expected to eliminate or at least reduce the meteorological effect from the tidal signal and therefore the remaining tidal signal will consist of mainly astronomical tides. Using this remaining signal, the filter is expected to produce a more accurate astronomical tides analysis and prediction. 

The hourly wind speed and direction data is available online in the website of KNMI Hydra Project of the Royal Netherlands Meteorological Institute. The observation data used in this experiment is taken from the location K13, as shown in the map in Figure 4.20.
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Figure 4.20. K13 location

The data is available in an hourly basis. In order to have wind data with sampling period of 10 minutes, we interpolate the data in between the hourly wind data available. This is necessary because the tidal signal is available with sampling period of 10 minutes.

Three experiments were performed to see the effect of incorporating the wind set-up model into the filter. The first experiment is to analyse the astronomical tides directly from the surge data with the Kalman filter without incorporating the wind set-up model. In the second experiment, we computed the wind set-up using the model with constant coefficient aN and subtract this computed wind set-up from the surge data. The Kalman filter is then used to analyse the astronomical tides from the result of this subtraction. As in [Heemink, A.W. 1986], the wind parameters are chosen to be: aN = 4.0 x 10-3 s2/m and (N = 340o (North = 0o). In the third experiment, we allow the wind parameter aN to be adaptive. To do so, we introduce a stochastic process to the wind set-up coefficient:

aN (tk)= aN (tk-1)+ w(tk)

where w is a noise process with statistics

E[w(tk)]=0 

E[w(tk) w(tl)] = Qwind, k = l

          = 0, k ( l.

In the experiments, the filter parameters are specified as follows: correlation-time (1/a) = 1 month, standard deviation of each component = 0.02 m, standard deviation of measurement noise = 0.08 m. In the case of adaptive wind coefficient, the standard deviation of the noise process is specified to be 10-4 s2/m. The results of these experiments are shown below in Figure 4.21 and 4.22. 

From these figures, we see that the effect of incorporating wind set-up model, both with constant and adaptive wind coefficient, is more significant to the estimates of the components with low frequencies such as A0 and O1. This is as we expected, because the meteorological effect is a low frequency process. For the case of filter with adaptive wind coefficient, we also see that the estimates are much smoother. 

The variance of the innovation is 0.0261, 0.0238, and 0.0074 m2 for the Kalman filter without wind set-up, with constant coefficient wind set-up, and with adaptive coefficient wind set-up, respectively. These results suggest that the Kalman filter with adaptive coefficient wind set-up model yields better estimates of the astronomical tides. But if we look at the estimate of the wind coefficient as shown in Figure 4.22, we see that the estimates are varying very rapidly. Not only varying very rapidly, it even varies from positive to negative values. This is not as what we expected actually for it violates the physical interpretation of the wind coefficient aN. We expect that the wind coefficient will vary slowly around the initial value of 4.0 x 10-3 s2/m and remain positive. 

Table 4.4 shows the mean and variance of the observed surge, the computed wind set-up with constant coefficient 4.0 x 10-3 s2/m, and the difference between them. This table shows that subtracting the wind set-up from the observed surge increases both the mean and variance of the remaining signal (i.e. surge – wind setup). That is instead of reducing the data variation, the wind set-up increases the variation of the surge data. When we allow the wind coefficient to be adaptive, the Kalman filter adapts the coefficient in such a way that it will reduce the variance to its minimum possible. In doing so it requires the wind coefficient to be varying very rapidly.

Table 4.4. Mean and Variance of Observed Surge and Wind Set-up

	
	Observed Surge
	Wind Set-up
	Surge – Wind Set-up

	Mean
	0.0352
	-0.0235
	0.0587

	Variance
	0.0673
	0.0765
	0.0675
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Figure 4.21. Components estimates for the case of constant wind coefficient
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Figure 4.22. Components estimates for the case of adaptive wind coefficient

To investigate what causes the wind set-up to increase the variation of the surge data, we first compute the Fourier spectrum of the wind set-up obtained using constant wind coefficients with the same values mentioned above. The spectrum, shown in Figure 4.23, shows that indeed the wind set-up possesses a low frequency spectrum, as it should be. To gain some insight about the wind set-up in time domain, Figure 4.24 shows some plots of wind set-up together with the observed surge taken in Vlissingen in the observation period of 1999. From these figures we see that the wind set-up can follow the observed surge, at least in the trend, only during extreme conditions when the water level is very high. In most of the observation period, especially during low water level period, the wind set-up model does not yield good prediction, which resembles the observed surge. The estimated coherence between the wind set-up and the observed surge in Figure 4.25 shows that there is a relatively bigger correlation in the low frequency components between the two signals. But in general, it shows very little correlation between the two signals. This means that the wind set-up model does not predict well the surge.
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Figure 4.23. Spectrum of wind set-up with constant coefficients
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Figure 4.24. Observed surge and wind set-up with aN = 4.0 x 10-3 s2/m and (N = 340o
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Figure 4.25. Coherence between observed surge and wind set-up with aN = 4.0 x 10-3 s2/m and (N = 340o
To improve the performance of the wind set-up model, there are two parameters that can be change. Those are the wind parameter aN and the direction of maximum effect (N. Because varying the parameter aN will not change the coherence (correlation) between the wind set-up and the observed surge, there is only the (N parameter left to change in order to improve the prediction performance of the wind set-up model. The (N parameter is determined using observed wind data in the period of 1999 in such a way that it minimizes the mean of difference between the observed surge and wind set-up in that period. The value is found to be 313.0895o. Using this value, the mean and the variance of observed surge minus wind set-up are –0.0075 and 0.0502 respectively. By comparing them to those obtained using (N = 340o in Table 4.4, we see that using the new parameter value, not only the mean of difference is reduced, but also the variance. The estimated coherence between observed surge and the wind set-up obtained using this new parameter is shown in Figure 4.25. This shows that the correlation between the two signals increases in the low frequency band. However, the correlation is not high enough to expect the wind set-up to be able to eliminate the meteorological effect from the surge data. Figure 4.27 shows the time series plot of the wind set-up using this new parameter. We see here again that the wind set-up model still only predicts quite well during high water period.
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Figure 4.26. Coherence between observed surge and wind set-up with aN = 4.0 x 10-3 s2/m and (N = 313.1o
[image: image64.png]Water Level [m]

05

05

Observed Surge vs Wind Set-up

— Obsenved Surge
—— Wind Set-up

5 0 15 o 25 0 35 40 45 &0
Time [day]



 [image: image65.png]Water Level [m]

B
50

Observed Surge vs Wind Set-up

— Obsenved Surge
—— Wind Set-up

3

60

65

70

75
Time [day]

Eil

8 9 95 1m0



 [image: image66.png]Observed Surge vs Wind Set-up

Water Level [m]

—— Wind Set-up

Obsenved Surge

-
00 105 10 115 120 125 130 13
Time [day]



 [image: image67.png]Observed Surge vs Wind Set-up

06

Obsenved Surge
—— Wind Set-up

g
760 185 160 185 170 175 fe0 185 1s0 195 200
Time [day]



 [image: image68.png]Water Level [m]

02

04

0§

Observed Surge vs Wind Set-up

08
— Obsenved Surge
—— Wind Set-up
06 —
04
02
0

30 205 210 215 20 25 230 235 240 245 250
Time [day]



 [image: image69.png]Observed Surge vs Wind Set-up

08

Water Level [m]

—— Wind Set-up

Obsenved Surge

-1
250 255 260 265 /0 205 280 28
Time [day]



 [image: image70.png]Observed Surge vs Wind Set-up

Water Level [m]

— Obsenved Surge
—— Wind Set-up

3o 310 320 30
Time [day]

340 3850

360




Figure 4.27. Observed surge and wind set-up with aN = 4.0 x 10-3 s2/m and (N = 313.0895o
4.7. Kalman filter with Wind Set-up and AR1 Model 

The discussion in the last section suggests that trying to incorporate the wind set-up model with adaptive wind coefficient will yield highly varying wind coefficient estimates, which violates its physical interpretation. Modifying the maximum effect wind direction parameter (N gives some improvement in the wind set-up model to predict the wind effect, but not sufficient to avoid the wind coefficient from varying very rapidly. However, the fact the wind set-up model predicts reasonably well during high water period suggests that it is supposed somehow to improve the Kalman filter performance in estimating the astronomical components. In this section, we present some experiments using Kalman filter that incorporates both wind set-up and AR1 model to represent meteorological effects. In these experiments, all the coefficients of the wind set-up model are kept constant. The coefficients values for the wind set-up model are chosen to be aN = 4.0 x 10-3 s2/m and (N = 313.0895o.

As in the previous section, we performed three experiments using Kalman filter without incorporating any model to represent meteorological effects, with wind set-up model, and with wind set-up and AR1 models. The estimates of some astronomical components using these three filters are shown in Figure 4.28 and 4.29.
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Figure 4.28. Components estimates using wind set-up model only
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Figure 4.29. Components estimates using wind set-up and AR1 model 
From these figures, we see that by incorporating wind set-up as well as AR1 model to the Kalman filter, the filter yields much smoother estimates. The estimates become slowly varying as we expect them to behave.

Figure 4.30 shows some astronomical tides predictions using the estimates of each Kalman filter. The prediction is made one time step ahead, which is the best prediction the Kalman filter can produce. From these figures we can see the improvement the filter produces by incorporating meteorological effects models. The figure shows that without incorporating the meteorological effect in the filter model, the astronomical tides estimates follow the observed surge also during high water level period, which is very unlikely to be caused by astronomical tides. By incorporating wind set-up model with constant coefficients, some improvements are introduced especially during high water period where the filter yields stable astronomical tides estimates. More improvement is introduced when we incorporate both wind set-up and AR1 model into the filter. Using this filter, the astronomical tides estimates are reasonably stable both during high and low water period.
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Figure 4.30. Astronomical tides prediction
Figure 4.31 shows some longer-term predictions using the last filter. The predictions are again plotted with the 10 minute-ahead predictions as the background to gain some insight about how good the prediction compare to the best prediction possible. 
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Figure 4.31. Longer-term astronomical tides predictions
From these figures we see that, although not too significant, there is a slight changes from one term prediction to the longer one. In the filter we set the correlation time parameter 1/a of the astronomical components to be one month, so that there would not be significant changes within a period much less than one month. Figure 4.32 shows the Fourier spectrum of the observed surge minus the astronomical tides prediction. These figures indicate that the astronomical tides components have been extracted quite well from the surge data.
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Figure 4.32. Fourier spectrum of observed surge – astronomical tides predictions
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