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On the weakly nonlinear, transversal vibrations of a conveyor belt
with a low and time-varying velocity

G. Suweken and W.T. van Horssen

Abstract

In this paper the weakly nonlinear, transversal vibrations of a conveyor belt will be
considered. The belt is assumed to move with a low and time-varying speed. Using
Kirchhoff’s approach a single equation of motion will be derived from a coupled system of
partial differential equations describing the longitudinal and transversal vibrations of the
belt. A two time-scales perturbation method is then applied to approximate the solutions
of the problem. It will turn out that the frequencies of the belt speed fluctuations play an
important role in the dynamic behaviour of the belt. It is well-known in linear systems
that instabilities can occur if the frequency of the belt speed fluctuations is the sum of two
natural frequencies. However, in the weakly nonlinear case as considered in this paper
this is no longer true. It turns out that the weak nonlinearity stabilizes the system.

1 Introduction

Axially moving systems are present in a wide class of engineering problems which arise in
industrial, civil, aerospatial, mechanical, electronic and automotive applications. Aerial ca-
bles, tram-ways, oil pipelines, magnetic tapes, power transmission belts, paper sheet and web
processes, fiber winding and band saw blades are examples of cases where an axial transport
of mass can be associated with transverse vibrations.

Investigating transverse vibrations of a belt system is a challenging subject which has
been studied for many years (see [1] - [4] for a recent overview) and is still of interest today.
In general, the studies about the dynamical behaviour of belt systems have been restricted
to belts moving with a constant speed (see for instance [1] - [5]). Recently there are some
studies about the transversal vibrations of belt systems moving with a non-constant speed
(see for instance [6] - [12]). The vibrations of a belt system moving with a low non-constant
velocity have been studied in [6], [7] and [8]. In [6] the belt vibrations have been modeled
using a linear string-like equation while in [7] the vibrations have been modeled using a linear
beam-like equation. The transversal vibrations of a belt system moving with an O(1) time-
dependent speed have been studied in [9] and [10], while the associated nonlinear vibrations
have been studied in [11] and [12]. A major drawback in the papers [9] - [12] which has
been observed in [6] and [7], is the use of the truncation method (specifically the use of only
one term). It has been pointed out in [1], [6] and [7] that a strong reduction in the phase
space can lead to a poor description of the dynamic phenomena and in particular the use of
only an one degree-of-freedom approximation can lead to errors in the spatial description and
in the forecasting of the time evolution of the system. In [6] and [7] it has been shown that



the truncation method as applied in [9] - [12] indeed leads to incorrect results for low speed
belt systems on long timescales.

In this paper the weakly nonlinear transversal vibrations of a moving belt will be stud-
ied. These vibrations are described by a single weakly nonlinear beam equation. Kirchhoff’s
approach has been used to obtain this single governing equation from the original coupled
system of partial differential equations which describe the longitudinal and transversal vibra-
tions of the belt. The belt speed is considered to be time-varying and to be small compared
to the wave speed. It is assumed that the speed is V (t) = é(Vy + asin(§2t)), where €, Vp, a,
and Q) are all constants with 0 < € < 1 and V > |a|. It should be observed that the velocity
changes periodically such that the belt moves in one direction. In fact the small parameter
€ indicates that the belt speed V (¢) is small compared to the wave speed. The variation in
V(t) may be due to the pulleys imperfection or some other sources of imperfection and it can
be considered as some kind of excitation. In this paper it is assumed that the displacement
of the belt in the longitudinal and in the transversal directions are small.

In relation to excitations, some results in this area have been obtained by Sack [13] and
Archibald and Emslie [14]. Sack considered the problem of a string moving with a constant
velocity at which one of its end (i.e. = L) is subjected to an harmonic excitation. In [13]
the vibrations of the string at © = L is forced to be v(x,t) = vgcos(2t). Archibald and
Emslie also studied the case where one end of the moving string is subjected to a harmonic
excitation to represent the case of a belt traveling from an eccentric pulley to a smooth pulley.
Whereas the case where both ends of the string are excited is studied by Mahalingam in [15].
A moving string model has been used in [15] to study the transverse vibrations of power
transmission chains. In all of these works, the belt movement is assumed to be constant.

This paper is organized as follows. In section 2 the coupled equations describing the motion
of the belt system in longitudinal and in transversal direction are derived. These coupled
partial differential equations are then reduced in section 3 to a single partial differential
equation by applying Kirchhoff’s approximation. In section 4 a two time-scales perturbation
analysis of the equation as obtained in section 3 will be carried out. Some specific values of €2,
the frequency of the belt speed fluctuations, are used to demonstrate what kind of resonances
can occur. Finally, in the last section some conclusions will be drawn and some remarks will
be made.

2 Equations of motion

The equations of motion for a belt system with constant axial velocity have been derived in
[16] using Hamilton’s principle. For a time-varying velocity the same approach which has
been used in [16] can also be applied with some modifications. A schematic model of a belt
system under consideration has been given in Figure 1.

A point particle P on the belt under consideration will have transversal and longitudinal
velocities:

au ou oUoX dU

o T oor Taxar Coar U tenUx
dW
P c(r) + Wr + c(m)Wx, (1)
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Figure 1: Schematic model of a conveyor belt, and velocity components at a point P on the

belt.

respectively. Using these two velocities the kinetic energy of the belt is given by:

1 L
KE - 5pA/ {(U + cUx)? + W + 1+ W) b,
0

and the potential energy is given by:

L
PE = % /0 (ﬁ{Ro — EA+ BA[(1+Wx)2+U%]2}% + EIU)%X)dm,
with:
p :  the mass density of the belt,
A :  the cross-sectional area of the belt,
e(T) : the belt velocity,
E the modulus of elasticity,
Ry :  the constant tension in a dynamic equilibrium,
I :  the second moment of area with respect to the horizontal axis,
U(X,7) : the transversal displacement of the belt,

W(X,7) : the longitudinal displacement of the belt,
X :  the position along the horizontal axis,

T the time, and

L

the distance between the pulleys.
The Hamllton function H(X,7,Ux,U;, Wx,W;,Uxx) is defined by

%pA{(UT +cUx)? + [Wr + (1 + WX)]Q} -

1/ 1 i
2 (ﬂ{RO — EA+ EA[(1+Wx)* + U3]2}* + EIU%X)'

Then according to Hamilton’s principle, the equations of motion can be derived from

with € = 0, where

L
- / / H(X,7,0x, Us, Wy, W, U )dadt,
0

in which:

W(X,7)=W(X,7)+en(X,7), and U(X,7)=U(X,7)+e((X, 7).

(4)
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The arbitrary functions n(X, 7) and (X, 7) have to satisfy:

"7(077_) = 77(L77') =0= 77(X7 Tl) = n(Xa 7_2)7 and
€(0,7) =((L,7) =0=(¢(X,71) = ((X,72). (5)
It then follows that

I L L
die) _ [ S O, O W W, D)X dr
de o de
B /TQ /L OH oWx L oH oUx L oH oW, L oH oU,
N OWyx 0Oe ' OUx e  OW, Oe ' 9U, Oe
OH 0Uxx
~ X
8UXX o
OH OH OH OH
_ o1 Pl I dXdr.
/ / 77X 8UXCX+8WT77 +8UT< +8UXXCXX} T
(6)
So, dI(O)
OH OH OH OH
T T X = *
/ / 8WX77X + 8UXCX + aWTU + aUTC + 8UXXCXX}d dr =0 (7)

Integrating (7) by parts and using (5) it then follows that (7) can be rewritten in:

/ / aWX> +%<§Vi)] t+

2
< [d%((%) + i (o) - axe (o) Jxar =0 @

Since the functions n(X,7) and (X, 7) are arbitrary it follows from (8) that

v (arvy) + i o) =0

d ¢ 0H d rO0H d? 0H
)+ L) - ) o g
X \oUx dr \oU; dX? \OUxx
These equations are called the Euler-Lagrange equations. By substituting H(X,7,U x, U,
Wx,W;,Uxx) as given by (4) into (9), the following equations are obtained:

pAW 7 + 20AcWxr + pAcy (1 + W) + (pAc®> — EA)Wxx =
(14+Wx)UxUxx —UxWxx
(14 Wx)2 4 U%]3/2 ’
pAU- + 2pAcUxr + pAc,Ux + (pAc> — EA)Uxx + EIUxxxx =
14+ WX)2UXX — (1 + Wx)UXWXX
(1 4+ Wx)2 4+ U%)3/2 '

(EA — Ro)

(Ro — EA) (10)

Using a Taylor series, the denumerator in (10) can be approximated by:

3 15
[(1+ W)+ U322 =1-3Wx 4+ 6W} — §U§( —10W3 + 7WXU)2( +04), (11



where O(4) stands for terms of degree 4 or higher. Assuming that the displacements in the
longitudinal direction are much smaller than the displacements in the transversal direction,
that is, O(W) = O(U?) it follows from (11) that [(1 + Wx)? + U%]*2 ~ 1 — 3Wx — 3U%.
Substitution of this approximation into (10) gives (approximately)

pAW,r + 20AcWxr + pAc. (1 + Wx) + (pAc® — EA)Wxx = (EA — Ro)UxUxx,
pAU,; + 2pAcUxr + pAc,Ux + (pAc? — Ro)Uxx + FIUxxxx =
(EA - Ro) (gU)%UXX + WxUsx + UXWXX), 7>0,0<X < L. (12)

To put the equation of motion (12) into a non-dimensional form, the following substitutions
are applied:

WX, UX, 1 X Tt T c(t
'LU(ZIZ,t):(T), u($7t): (L )7 x:f7 52:p_‘?{7 t:%7 V(t):(—),
ET FA
2 2 _ L4
Fy = T2 and Pj o

where L is the distance between the two pulleys which are assumed to be two simple supports,
and Ty is the initial tension which is related to R through R = Ty + npAc? with 0 < n < 1.
Substituting all those non-dimensional variables into (12) and letting k = 1 — n the following
system of partial differential equations is then obtained:

wy + 2V wgr + Vi(1 + w,) — (Pl2 - V2)wm = (P12 -1- nVQ)umum,
Uy + 2V ugy + Viug + (HV2 - 1)uxx + POQUxxxx =
3
(P12 -1- nVQ)(iugum + UpWysp + Walyy), t>0,0<x<1. (13)

The boundary conditions for the two simple supports are given by:
w(0,t) =w(l,t) =0, and wu(z,t) = ug.(x,t) =0 for z=0,1, (14)
while the initial displacements and initial velocities are:
w(z,0) = wo(x), we(z,0)=wi(z), u(x,0)=up(x), and u(z,0) = ui(x). (15)

In (13) it is assumed that PZ = O(1) and that P} is much larger than PZ. In fact it will be
assumed that P} = O(1) with 0 < &€ < 1. Also it will be assumed that the belt speed c is

small compared to the wave speed 3 (or equivalently V' is small compared to 1, that is, it will
be assumed that V(t) = O(€)).

3 Kirchhoff’s approach

In this paper it will be assumed that u and V are O(€), w is O(€?), P? is O(1), and P} is
O(%), where € is a small parameter with 0 < € < 1. Using these assumptions and following
Kirchhoff’s approach it will be shown in this section that the coupled system of PDEs (13)

can be reduced to a single PDE for the transversal displacement u(x,t).



Now, it should be observed that the equation for the longitudinal displacements w(x,t)
in (13) can be rewritten in:

1
wy + 2V we + V(1 4+ wy) + V2w, = Pf(wx + §u:2,:)z -1+ 7]V2)uzum. (1)

Since u and V are O(€),w = O(&?), and P} = O(2) then (1) up to order € becomes:

1 1
Pi(wy + 5up)e = Vi = Pl(wy + guz) = 2V + £(t) (2)
! 1 1 1 !
> pf/ (we + gu)de = Vi + f(t) = f(t) = —(Pf/ wde-Vi), ()
0 2 2 2 0

where use has been made of the boundary conditions w(0,t) = w(1,t) = 0.
Similarly the equation for w in (13) can be rewritten in

1 1
"h.ot.”, (4)

where h.o.t. stands for higher order terms. Substituting w, + fu2 from (2) and (3) into (4)
gives:

1 1 .
Ut — Ugg + P()zumcmc = |:(«77 - 5)‘/tumc - Qvuxt + §P12U:c:c/ Uidl’] + 7,}’L.O.t.”, (5)
0

where u(z, t) additionally has to satisfy the boundary conditions (14) and the initial conditions
(15).

When it is assumed that PZ > O(1) (instead of P = O(%)) it follows from (1) that
(wz + 3u2); = 0 approximately. Following the same steps as given in (2) and (3) it then
follows that u(z,t) has to satisfy

1 1
Ut — Ugg + P()zumcmc = |:_ Vitg — 2Vug + §P12u:c:c/ uidx} +7h.o.t.”. (6)
0

An equation similar to (6) has been studied in [12] using Galerkin’s truncation method. In
[6] and [7] it has been explained that for these type of equations many phenomena which are
present in infinite dimensional systems can be lost in its finite dimensional approximations.
In this paper a justification of the applicability of the truncation method will be given by
explicitly studying all (internal and external) resonances which are present in equation (5).

In (5) u,V, and P12 are now replaced by €, EV, and %]512 respectively, where u, V and ]512
are of O(1). Equation (5) then becomes:
- - 9. - 1.~ ~ 1 ~2_ ! 9
Utt — Ugg + Po Ugpzxx = 6|:(«77 - 5)‘/tumc - 2vuzt + §Pl Uy Urdl’] +
0
“h.o.t. in €, 0<z<1,t>0, (7)

where (z,t) also has to satisfy the following boundary and initial values

(z,t) = Upg(z,t) =0, for =0 and z=1,t>0, (8)
(z,0) = ap(z), u(z,0) =1day(x), for t=0,0<z<1 9)



4 A perturbation analysis

In this section approximations of the solution @(z,t) of the initial-boundary value problem
(7)-(9) will be constructed. As mentioned in the introduction of this paper it is assumed that
the velocity V' (t) = €V (t) of the belt is given by

V(t) = &V (t) = &V + asin(Qt)), (1)

where €, V), a, and Q are all constants with 0 < € < 1 and Vy > |a|. For special values of
Q it will turn out in this section that complicated resonances occur. Some of these cases for
Q2 will be studied in detail.Based on the boundary conditions (8) for @(z,t) it follows that
@(x,t) can be written in the form: @(x,t) = > 7 | u,(t) sin(nwx). Since this series is odd and
2-periodic in z each term in (5) should be expanded odd with respect to z = 0 and = 1 and
2-periodic in z. This is accomplished by multiplying each term in (7) which is not already
odd in z, (i.e. terms like zuy, and ug) with H(z) (see also [6], [17], [18]) where

1f0r0<fv<1,_Oo 4 . (lo
H($)_{ —1 for =1 < =z < O _;(2j+1)ﬂ51n((2]+1)7m), (2)

)

and H(x) = H(z + 2). So, equation (7) then becomes on —1 <z < 1:
- 1 -
1 ~2_ ! ~92 .
§P1 Upr uzdw} +"h.ot. in €. (3)
0

It can be shown elementarily that the Fourier series of xH(z) on —1 <z < 1 is

R .
5 ;) 2j+1 — cos((2) + 1)7z). (4)

Substitution of (4) in (3) gives:

s - 5 cos((2j + V)mz -
Ut — Ugy + Pgumrrm = |: 42_% 2] j_ 1 271'2 )V;f Ugy 2VUxtH($) +

1 ~ 1
§P12um / agdx] +7hot. in €. (5)
0

Now by substituting V(¢) as given by (1) and the series 3°°° ; u,,(t) sin(nmz) for @(x, t) into
(5) and then by using the orthogonality properties of the Fourier sin —series on —1 < z < 1
it follows that wuj has to satisfy (for k =1,2,3,...)

2
wrdnmd X4y -y |fen,

k=2j+14+n k=n—2j—-1 k=2j+1-n

4€(V0+asin(§2t))[ DI D DD ](2?1}:1)_

k=2j+14n k=2j4+1-n k=n—2j-1

€k2€4127r4w€(212 2>+O( ), (6)

=1




where w? = (km)? + PZ(km)*. It should be observed that (6) is also obtained when (after
the sin —series for u(x,t) is substituted into (7)) equation (7) is multiplied with sin(k7x) and
then integrated with respect to x from z =0 to z = 1.

When a naive perturbation method is used secular terms will occur. To avoid these secular
terms a two time-scales perturbation method will be used to solve (6) approximately. The
introduction of two time-scales tg =t and t; = €t implies that
ou,  _Ouy . 82’L_Lk 82’1_Lk 2 a2ﬂk

:_+ -, = —’—2~ .
ot ot YT T o0t T o8

uk(t) = ug(to, t1), U,

For convenience the bar on g (tp,t1) will be dropped in the further analysis. Assuming that
u(to,t1) can be written in the formal expansion uxg + €ug + O(€?) it then follows from the
O(1)—terms and the O(€)—terms in (6) that ugy and ug; have to satisfy:

o) S + wiugo = 0,
0%
O(E) : 87%]:1 +w,%uk1 =
O ugp 2n2a) cos(Qtg)
-9 — n0 —
8t08t1+[ 2.t 2 ] 27 1z 'm0

k=2j+1+n k=n—2j—1 k=2j+1-n

I S i [ b

k=2j+14n k=2j+1-n k=n—-2j5-1
~ 92 00
_ l
Uk0 Uy ),
4
=1

respectively. The solution of the O(1) problem is given by

uko(to, tl) = Ako(tl) sin(u)kto) + Bko(tl) COS(wkto), (7)

where the functions Ayo(t1) and Byo(t1) in (7) are still arbitrary and can be used to avoid
secular terms in the O(€)—problem for u;. By substituting ugg (o, t1) into the O(€)—problem
it follows that

82uk1
oty
afdn? .
Z + Z — Z }W [AnO{ sin((wn, + Q)to) +
k=2j+14n k=n—-2j—1 k=2j+1-n
sin((wn — Q)to) | + Buo{ cos((wn + Qo) + cos((wn — Qto) }| +
Z — Z — Z ]4nanO |:An0 cos(wnto) — Bno sin(wnto)} +

k=n—2j—1 k=n+2j+1 k=2j+1-n 2j+1
2 n .
E - E - E ] ane [AnO{ sin((wn, + Q)tg) —
. . , 27 +1
k=n—2j—1 k=n+2j+1 k=2j+1-n
sin((wy, — Q)to)} + Bno{ cos((wn, + Q)tp) — cos((wy, — Q)to)H +

+ wiukl = —ka[Ako COS(wkto) — BkO Sin(wkto)] +

8



K2 P2t
8

[AkO sin(wkto) + BkO COS(wkto)] Z 12 (Al20 + Bl20) +
=1

k2P

i 12 (Blo Alo) [Ako{ sin((2w; + wg)to) — sin((2w; — wk)to)} +

Bko{ cos((2w; + wi)to) + cos((2w; — wk)to)}] +
k2P
8

Z 1 AjpByo [Ako{ cos((2w; — wg)to) — cos((2w; + wk)to)} +
1=1

Bko{ sin((2w; + wg)to) + sin((2w; — wk)to)}] . (8)

Now it can be seen from the right-hand side of (8) that secular terms (or equivalently res-
onances) will occur when w,, + Q = 4wy or when w; = wg. In the following subsections,
some cases will be studied in which resonances occur. In section 4.1 the case 2 # twi + w,
will be studied. In this case only internal resonances occur due to the nonlinear term in the
PDE (7). In section 4.2 the case Q@ = wy — w; + €¢ will be studied in which ¢ is a detuning
parameter. This case is an example in which the frequency of the belt-velocity fluctuations
is the difference of two natural frequencies of the constant belt-velocity problem. In section
4.3 and 4.4 the case 2 = wy + wy + €¢ and ) = w3 + wy + €@ respectively will be studied.
Again ¢ is a detuning parameter. These cases are examples in which the frequencies of the
belt-velocity fluctuations are the sum of two natural frequencies of the constant belt-velocity
problem.

4.1 The case where () causes no resonances

When Q # +wj + w,, (or not e-close to these values) only internal resonances will occur due
to the nonlinear term in the PDE (7). It can be shown elementarily from (8) that secular
terms in uyg; can be avoided if Apy and By satisfy

k2p127'('

. _ kT 2 2
Ao = 320n By [k? (Ajo + Bily) +2 zz;l (Ajp + Blo)}
. k2P, 271'4 S
Bro = TLkAkO [k'z(Aio + Bjo) +2 E (AR + 3120)}’ (9)

=1

for k =1,2,3,.... System (9) can be solved exactly by introducing polar coordinates, that is,
Ago(t1) = ri(t1) sin(¢r(t1)) and Byo(t1) = 75 (t1) cos(¢r(t1)). System (9) in polar coordinates
then becomes:

. 2
=0, ép=— k;;l:( +2212) (10)

From (10) it follows that r4(¢1) = r%(0) and ¢r(t1) = —% (kzrk(0)2+2 Sy l2rl(0)2>t1+

¢r(0) for k =1,2,3,.... The constants r;(0) and ¢ (0) follow from the initial values A ((0)
and By (0).



4.2 The case 2 = wy, — wq + €¢

It has been shown at the end of section 3 that resonances will occur when w, + Q = tw;
or when w; = wg. In this section the case ) = wy — w1 + €¢p will be discussed where ¢ is a
detuning parameter. By using this special value of €2 additional mode interactions will only
occur between mode 1 and mode 2 as has been shown in [7]. Substituting Q = wy — w; + €¢
into (8), taking apart terms that cause resonances and setting these terms equal to zero to
avoid secular terms, the following set of equations for Ayg(t1) and Byo(t1) will be obtained:

. da(dwy — wo) . Bn 2 2
A = —T[Bm cos(@t1) — Azosin(¢t1)] — 390, BlO((Am + Bio) +
2 i (AR + 3120)),
=1
By = 40‘(43;%—@[%120 cos(¢t1) + Baosin(ot1)] + 121224 Ao (A% + BY) +
2 i (AR + 3120)),
=1
Ay = _‘M(%T—“’?)[Am sin(@t1) + Bio cos(dt1)] - JZT Bao (243 + B3) +
i (AR + Bfo)),
=1
By = 40‘(4+w2—w2)[ Ay cos(¢t1) + Bigsin(¢ty)] + P 124 Aso (2(A§0 + B3y) +
i 1P (Afp + Bl20)>7 (11)
=1

and (9) for k = 3,4,5,.... By introducing polar coordinates in (9) for k = 3,4,5,... and in
(11), that is, Ago(t1) = ri(t1) sin(¢g(t1)) and Byo(t1) = ri(t1) cos(¢px(t1)) it follows that

do(dwy — wo) do(dwy — wo)

T"l = TT’Q SiIl((ZJQ — ¢1 + ¢t1), 7"2 = —Trl Sin(¢2 - ¢l + ¢t1)7
da(dwr — wo)r Pyt -
: 1 — w2)ro 1 2 2.2
$1 901t cos(p2 — ¢1 + ¢t1) 390, (7"1 + ;l )
~ 2 o]
. da(dwy — wo)r Pt
by = — ( 9;27«2 2)71 cos(¢z — ¢1 + dt1) — im <2r§ + 2127«12), (12)
=1

and 7, = 0 for k = 3,4,5,.... To obtain (12) it has been assumed that r; # 0, and ry # 0.
From (11) and (12) it can be seen that if there is no initial energy present in the kth mode,
k = 3,4,5,... then the energy in that mode will be zero up to O(€) on time-scales of O( %)
From (12) it can also be seen that if there is energy of O(1) present in the first mode then an
O(1) part of this energy will be transferred to the second mode, and vice versa. This energy
transport will take place on time-scales of O( %) In what follows it is assumed that there is
energy present in each mode of vibration at ¢ = 0. Since 7, = 0 for k£ = 3,4,5,... it then

10



follows that ri(t1) = ri(0) for t; > 0. From the first two equations in (12) it follows that
w1r1r1 +warery = 0. This implies that wlr% —i—wgr% = C, where C' is a constant of integration.
In fact 74 (t1) = r1(0) for k = 3,4,5, ..., and wir? + wor? = C are first integrals of the infinite
dimensional system of ODEs (12). Now let ®(¢1) = ¢2(t1) — ¢1(t1) + ¢t1. Then it can easily
be deduced from (12) that

. 4a(dw —wq) |C—wird |
= )
el oo = sin(®),

: 4 - 1 >
b = (;5 —+ §(4w1 — wg) [ "2 — " } COS((I)) + P127T4[ (T‘% + QZZ2T‘Z2> _
=1

wiry  wWars 32wq
1 (27«2 n i l2r2)} (13)
4UJ2 2 l :
=1
By introducing the following re-scalings r1(t1) = |/ Ri(s2), @(t1) = ¥(s2) with s1 =
4
9\/woiw2

dsa __ 1
(4wy — wa2)t1, and ﬁ = ma
3,4,5,..., and wir? + wer3 = C it follows that (13) can be simplified to

and by using the first integrals 7 (t1) = ri(0) for k =

dR dv

—L — Ri(1 — R?)sin(W), —— = (1 —2R?)cos(¥) + (k1 R? 4+ ko)Ryy/1 — R2,  (14)

d82 d82

_ A’ oim g . _ o (.3 1 \c 1 3 \C

where k; = 4;(%1_;2)21% for i = 1,2 and k; = (m - m)w_l - (m - m)w—g, and
ky = (ﬁ — %) a% + 151?7# + (16%”1 - ﬁ) >4 127 (0). Since o and ¢ are both arbitrary
it follows that ki and ko are arbitrary. However, the analysis can be restricted to the case
k1 > 0 and —oo < kg < oo, since for k; < 0 a simple rescaling (¥ := ¥ + 7, and sg := —s9)

leads again to the system (14) with k1 > 0 and—oo < ko < oo. It turns out that a first
integral for (14) can also be obtained. To obtain this first integral it should be observed from
(14) that

av (1 —2R?) cos(V) + (k1 R? + ko) R1+\/1 — R?
dRy Ri(1 — R?)sin(¥)
sin(¥)d¥ (1 —2R})cos(¥) + (k1 R} + ko) R1+/1 — R}
dRy B Ri(1 - R?)
_ 2 2 1 — R2
- _dcos(¥)) 1 2Rl2 cos() + (k1RT + k2) Ry \2/ R%
dRy Ri(1 - RY) Ri(1—RY)
—92R2 2 Y
d(COS(\I’)) 1 2R1 COS(\IJ) _ (k’lRl + k’g)Rl v/ 1 Rl (15)

dR; + Ri(1 - R?) Ri(1 - R?)

which is a first order ODE in cos(¥). The solutions of this ODE(15) can readily be con-
structed, yielding

cos(V¥) = kL [Rl(l — R%)i‘/? + 2(1 _ R%)S/Q i

3R1\/1— R? 5

ko(1 — R? C
2( 1)+

3R Ri\/1— R?

(16)
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where C is a constant of integration. In the following subsections an analysis of system (14)
in the (R;, ¥)—phase plane will be given for different values of k; and ko with k1 > 0 and
—00 < ko < 00.

4.2.1 Equilibrium points of system (14)

The obvious equilibrium points of system (14) are (R1,¥) = (0,£%7), and (1,£%F), with
n =1,3,5,.... The less obvious equilibrium points (R1, V) are given by ¥ = mm with m € Z,
where Ry with 0 < Ry < 1 follows from (1 — 2R%) cos(mm) + (k1 R? + ko) Ri\/1 — R? = 0.
To determine the number of equilibrium points for a fixed value of m two cases have to be
studied: (i) m is even, and (ii) m is odd. These two cases will now be studied.

(1) The case ¥ = mm with m even
The Ri-values in this case follow from

1-2R?
2 2 / 2 _ 1 2 _
1—2R1+(]€1R1—|—k'2)R1 1—R1—0 & m+k1Rl+kg—0
1 - R} - R? 5 _ V1-RI R
& ———— + ki R+ k=0 &
Ri\/1— R? Ry V1-R?
Vz— 22 z

o - Y hyz kg =0, 17
z \/2_2;2 1 2 ( )

where z = R?. To determine z from (17) is the same as determining the intersection point(s)

+k1R%+k’2:0

of the following two curves: y = k1z + ko, and y = —(—VZZ_Z2 — \/;7) For special values
of k1 and ks, these two curves are given in Figure 2. By varying ki and ks it is possible to

Figure 2: The curves y = —( ZZ_ZQ — ;’_22) and y = k12 + ko with k1 = 3 and ky = —1.
obtain one, two, or three intersection points (i.e. equilibrium points). Observe also that as
ko is getting larger, the intersection point tends to z = 1.

In the case that the straight line is tangent to the other curve, there will be two critical
points. Assume that the straight line y = k12 + ks is tangent to f(z) = —( \/227 - \/22’_7) at
the point z = zg. It then follows that

-1

220(20 — 1)y/=20(20 = 1)’

ki = f(20)=

12



422 — 629 + 3
2(20 — 1) —ZO(ZO — 1)

ky = f(20) = 20f'(20) = = (425 — 620 + 3)(—z20)k1.  (18)

From the first equation in (18) z¢ can be determined, yielding

1 1/
010 = 5 + 5 1— {/16/k2, (19)

and then from the second equation in (18) it follows that
ko, = (—425 + 625, — 320, )k1, ko, = (=425, + 625, — 320, )k1. (20)

From (19) and from 0 < 2o < 1 it follows that 1 — 3 % > 0. Since k1 > 0 it then follows that
1
k1 > 4. In Figure 3 the curves in the (k1, k2)-plane (as defined by (19) and(20)) are given on

2 a s s 10 1z 1a &

A-3

Figure 3: Bifurcation curve in the (k1, k2)-plane for the number of equilibrium points (R, ¥)
of system (14) with ¥ = mm, m even and fixed.

which exactly two equilibrium points (R, ¥) of system (14) can be found for ¥ = mn with
m even and fixed. Also in Figure 3 the region A-1 (A-3) is given in which exactly one (three)
equilibrium point(s) of system (14) can be found for ¥ = mz with m even and fixed.

(7i) The case ¥ = mnm with m odd
The R;-values in this case follow from

—(1—=2R}) + (k1R? + ko)Ry\/1 — R? =0, (21)

which is equivalent to finding the intersection point(s) of the curves y = —(k1z + ko) and
Yy = —(—VZZ_Z2 = \/22_7), where z = R? (see also the previous case ()). In this case always one

equilibrium point will be found for ¥ = mn with m odd and fixed since the straight line has
a negative gradient.

4.2.2 The (R;, V)-phase plane of system (14)

In the previous subsection all equilibrium points of system (14) have been determined. In
this subsection the orbits in the (R1, ¥)-phase plane for system (14) will be given for different
values of k1 and ks. In Figure 4 these orbits are presented. It can be seen from Figure 4 that
for large values of the detuning parameter ¢ (that is, for large values of |k2|) R1(s2), and so

13



r1(t1) become constant. So, for large values of the detuning parameter ¢ the solutions of the
"resonant” case (i.e. system (14)) tend to the solutions of the "non-resonant” case (i.e.system
(9)). Figure 4 and the first integrals for system (14) also show that all solutions are bounded
for this special value of Q = ws — wy + €¢, which is of difference type. These results are in

accordance with those obtained for the linearized problem (see [7]).

R
°
o= I

0 o1 02 03 04 05 06 07 08 09 TR, 0 o1 02 03 04 05 06 07 08 o3 1 K; 0 o1 02 03 04 05 06 07 08 08 1 R,

(b) k1 =9, ky=—1 ) k1 =6, ky=

3

é

e

0 o1 0z 03 o4 05 05 07 08 08 1 R, 0 01 02 03 04 05 06 07 08 09 1 il 0 01 02 03 04 05 o0s 07 08 09 1 K,

(d) k1 = 6.5, ko= —2.8 (e) k1 = 6.5, ko= —3.7 () k1 =6, ke =—
M —), J
(=== -

0 01 0z 03 04 05 05 07 08 08 1 R, 0 o1 02 03 04 05 06 07 08 09 1 K, 0 01 02 03 04 05 06 07 08 09 1

g) k=9, ko= (h) ks =4, ko =3 (i) k1 =6, ko =10

R,

Figure 4: Orbits in the (R, ¥) phase plane for system (14) for different values of k1 and ko
with —7 < ¥ < 7 (vertical axis) and 0 < R; <1 (horizontal axis).

4.3 The case 2 = wy + wy + €

At the end of section 3 it has been shown that resonances will occur when w,, + Q = twy, or
when w; = wy. In this section the case 2 = wy + wy + €@, will be studied, where ¢ is again a
detuning parameter. By using this special value of €2 additional mode interactions will only
occur between mode 1 and 2 as has been shown in [7]. Substituting Q = wg + w1 + €¢ into(8),
taking apart those terms that cause resonances, and setting these terms equal to zero to avoid

14



secular terms, the following set of equations for Ako(t1) and Byg(t1) will be obtained:

~ 2

. da(wy + dw . Pt
Ay = M[Bgo cos(¢t1) — Agg sin(pty)] — : Byo [A%O + By +
9wy 32w
2§:FA +Bm]
da(wa + 4wy) 5,
. 2 1 .
By = 9—(})1[1420 COS((btl) + Boyyg Sln((btl)] + 390, [A%O + B%O +
2§:FA +Bm]
~ 9
. doa(wy + dw . Pt
Ay = %[310 cos(¢pt1) — Aygsin(pty)] — : By [Q(Ago + B220) +
wo w2
S )]
~ 9
. da(wg + dw . Pt
Byy = M[Alo cos(¢t1) + Biosin(¢ty)] + ——— Agg [Q(A%o + B3) +
9(,<J2 4UJ2
j{:lz (A2 4—13u)] (22)

and (9) for k = 3,4,5,.... By introducing polar coordinates in (9) for k = 3,4,5,... and (11),
that is, Axo(t1) = k(1) sin(¢g(t1)) and Byo(t1) = ri(t1) cos(¢x(t1)) it follows that:

do(wy + 4w) do(wy + 4wr)

T = —————"rosin(de + ¢1 + Pt1), Ty = ——————=718in(d2 + ¢1 + ¢t1),
9wy Ywa
~ 2 o)
. do(wg + dwq)re T 2 2
t1) — [ l }
b1 oo cos(p2 + ¢1 + Pt1) 3207 i+ ; T

¢y = dofws + don)ry cos(¢p2 + @1 + Pt1) —

9(,<J2’I"2

"2 4 o0
i”[m§+§:ﬂﬁ} (23)
=1

where r? = AZQO + Blzo, and 7, = 0 for k = 3,4,5,.... This implies that ry(t;) = K, where
K is a constant. From the first two equations in (23) a first integral can again be derived,
yielding w1r? — wors = K, where K is a constant of integration. As in the previous section it

will turn out that a phase plane analysis can be performed. To give this analysis three cases
have to be distinguished: (i) K >0, (i¢) K =0, and (z3i) K < 0.

4.3.1 The case K >0

By using the first integrals and introducing ¥ = ¢o + ¢1 + ¢t1 a reduced system as in section
4.2 can be obtained from (23), that is;

4oy wir? — K
T = (4&)1 + WQ) AT
9wy w9
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2wir? — K

\j;:¢+4_a(4wl+w2)[ ]cos(\Il)—ﬁ127r4[< 3 —I—L)T%+

9 W1 wyfz—K 32w 4wo
1 3 wlr% - K ( ) 9
1,38 o] ’
(4w1 + 2w2) w2 + 32UJ1 4w2 Z rl ( )
A further simplification in (24) can be made by introducing the re-scalings 71 (t1) = /& Ry (s2),

dsy __ 1
=3 rlw (dw1 + wo)t1, and G2 = M T

% - R1(R% — 1) sin(¥), ;lj (2R2 —1)cos(V¥) — (k:lR% + ko) R1y /R% —1, (25)
2 2

which results in:

9P, 1 Jwiwa . 7 3 1 K .
where k; = 401[(w2+4‘:1) ki, for i = 1,2,k = (32w1 + m)w_l + <4w1 + 2w2)w—2 and ko =

1 1 2 2 K
(m + m) Soros Pr(0)* — (4w1 + 2w2) o F ¢ > For the same reasons as given in section

4.2 the analysis can be restricted to the case k1 % 0 and —oco < ko < 0o. It should be observed
that K > 0 implies that R; > 1. Using a similar method as described at the end of section

4.2, a first integral of (25) also can be derived, giving

R71

1 k
cos(0) [ 71 z

- RiVRI -
where C is a constant of integration. The equilibrium points of system (25) have to satisfy

% = 0 and 5_5\1; = 0. Since Ry > 1 in this case it follows for the equilibrium points that
¥ = mm with m € Z and R1 has to satisfy

+(2R? — 1) — (k1 R? + ko) Ry /R? — 1 =0, (27)

where the ‘4’ sign is associated with ¥ = mm and m even, and the ‘—’ sign is associated with
U = mm and m odd. Introducing z = R? (27) becomes

(ks — k) B — %Ri’ + 0], (26)

z 22 — 2
i(er - )—(k1z+k2):0. (28)

The solution(s) of (28) will be the intersection point(s) of the curves given by gi(z) =
Vz22—=2
+ z

:I:( \/Z;—_Z ) and g2(2) = k12+ko. In case ¥ = mm and m even always one intersection
point will be found while in case ¥ = mm and m odd zero, one or two intersection points can
be found depending on the values of k1 and ko (see also Figure 5). For ¥ = mm with m odd

exactly one intersection point will occur when the straight line is tangent to the other curve.
Assume that the straight line g2(2) = k12 + ko is tangent to g1(z) = (v 2oz
the point z = zg. It then follows that

75— ot

1 _
ko= gi(z0) = 5220 — 1),
ke = g1(20) — 2097 (20) = —(428’ - 6z(2) + 320) k1, (29)

where zp > 1. From the first equation in (29) it follows that zo = 5 + 3,/1+ ¢ and then

k2 )
from the second equation in (29) it follows how the curve in the (k1, k2)-plane is defined on
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gi(z) 2z
10
. g
&i{z) ' g2
05 1 15 2,/ 35 3 8
5 z
1 ] 2 &
-2
i
3 B2
g2
" a
5
By T
6 Dyﬂ.ﬂﬁMTﬂ 16 1.8 2 22 24 26 28 3

Figure 5: The functions g1(z) = :i:( Valoz gy 2 ) and some functions go(2) = k12 + ko. In

z 22—z
)

the left graph g; is given with the ‘—’ sign, and in the right graph g¢; is given with the ‘4’
sign.

which exactly one equilibrium point (R, V) of system (25) can be found for ¥ = mm with m
odd and fixed. In Figure 6 this curve has been plotted. Also in Figure 6 the region A-0 and
A-2 are given in which zero and exactly two equilibrium points, respectively, of system (25)
can be found for ¥ = mx with m odd and fixed. In Figure 7 some phase portraits of system

) o2 o4 o’e o’s 3 kg

Figure 6: Bifurcation curve in the (k1,ks)-plane for the number of equilibrium points of
system (25) with ¥ = mm, m odd and fixed.

(25) have been given for different values of k1 and ko. It can also be seen in Figure 7 that all
solutions for R; are bounded, and that for large |k2|-values (that is, for large values of the
detuning parameter) the behaviour of the solutions of system (25) resembles the solutions of
the "non-resonant” system (9).

4.3.2 The case K =0

By using the first integral wir? = wors and by introducing ¥ = ¢o + ¢ + ¢t; a reduced
system (as in section 4.2) can be obtained form (23), that is,

4
ry = 7a(4w1 + WQ)Tl sin(\I/),

9~/W1W2
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(d) kl = 47]€2 =4 (e) ]ﬂl = 47]€2 = —7.657 (f) kl = 4, kg =-8

Figure 7: Phase portraits of system (25) for different values of k1 and ko (case K > 0).

. 8 o (3 1 1 3 \wi)
et et A ()2
0oy e ) eos(l) = Pty g o g, T T et
1 1\ — b
— ) S 2r(0)% - ] 30
(32UJ1 + 4WQ) lZ:; 7“[( ) ]5127-‘-4 ( )
A further simplification in (30) can be made by introducing the re-scaling s1 = 5 \/%
(4dw1 + wo)t1 which results in
d dv
d_;lL = rysin(¥), &5 2cos(W) — (kyr? + ko), (31)
9Pt i 1 . 7 3 1 1 3 2 1
where k; = Aﬂl(Tﬂjz)Qki, fori=1,2, and k1 = 555~ + g,; + (m + m)%,kg = (m +
ﬁ) Sis ?r(0)? — 151%;4. For the same reasons as given in section 4.2 the analysis can be

restricted to the case k1 > 0 and —oo < ky < oo. A first integral for system (31) can be
computed as follows:
AU 2cos(¥)  kiri+ ke
dri  risin(¥)  rysin(P)
d 2
o cos(¥) n 2 cos(V) _ ki 4 ](32’
dTl 1 1

d¥  2cos(¥) kir? + ko
dTl B T1 T1 ’

& sin(¥)

which has as solution: 1k ;
v) = [Tl + Dt e, 33
cos() 21 ri+ 5 "1 + (33)
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PR

(a) k1:2,k2=3

(d) ky = 2,ky = —3 (f) k1 =2, ks = —1

Figure 8: Phase portraits of system (31) for different values of k1 and ko (case K = 0).

where C* is a constant of integration.
The equilibrium points of system (31) are given by r sin(¥) = 0 and 2cos(¥) — (k173 +
k2) = 0. Elementarily it can be shown that the equilibrium points (1, ¥) of system (31) are:

for ko < —2 :(r,0) = (, / _2k_1k2,m7r) with m odd, and

(ry,¥) = ( 2;1]“2,m7r) with m even.

for =2 <ky <2 : (r,¥)=(0,V) with ¥ given by cos(¥V) = %2, and

(ry,¥) = (, / _2k_1k2 , mw) with m even.

for ko > 2 :  mno equilibrium points.
In Figure 8 some phase portraits of system (31) have been given for different values of k1 and
k2. It can also be seen in Figure 8 (and from (33)) that all solutions for r; are bounded, and
that for large |ka|-values (that is, for large values of the detuning parameter) the behaviour
of the solution of system (31) resembles the behaviour of the solutions of the "non-resonant”
system (9).

4.3.3 The case K <0

From the first two equations in (23) a first integral wirf — wars = K can be derived. Substi-
tuting K = —F, with F' > 0 into this first integral LUQT% = wlr% + F' is obtained. By using
this first integral and the other first integrals r(¢;) = 7,(0) for £ > 2, and by introducing
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® = ¢9 + 1 + ¢t1 the following reduced system will be obtained:

) da wir? + F
r = (4&)1 —I—WQ) AaTs

in(®
9 Wy Wy Sln( )7

b = ¢+ (4w1+w2)[ 2erri 4 F }cos(q)) P21 [( 5 —|—i)r%—|—

WLwaT] wlﬁ;F 32wy 4dwe
1 3w1r%+F<1 1)‘”2 )
2 =) S 2r00 ] 34
<4UJ1 + 2w2) w2 + 32UJ1 +4UJ2 lz—; rl( ) ( )
By introducing the following re-scalings r1(t1) = /- R1 (s2), = W(sy) with s1 =
gm(élwl + wsy)ty, and % = ﬁR%l system (34) becomes.
dR
—L = Ri(R}+1)sin(V),
d82
d¥
T = (2R? + 1) cos(V) — (kyR? 4 ko)R1\/ R? + 1, (35)

9P "7t Jorwn 7 - 3 1 r
where k; = 4;(le+“$;; ki for ¢ = 1,2, and k; = [(320)1 + m) + (4w1 + 2w2)“’1} and

T F 2 2 ¢ ;

ko = <4w1 + 2w2) + (32w1 + 4w2> Yo2s 1Pr(0)* — O For the same reasons as given in
section 4.2 the analy81s can be restricted to the case k1 > 0 and —oco < kg < oco. Using a
similar method as described at the end of section 4.2 a first integral of (35) can be derived,

yielding
1 [k‘l k‘g

= | TR+ R+ O, 36
Wi ] (36)

where C** is a constant of integration.

cos(0)

The equilibrium points of system (35) have to satisfy R1(R? + 1)sin(¥) = 0 and (2R? +
1)cos(¥) — (k1 R? + ko)R1y/R? +1 = 0. From the first equation it follows that Ry = 0 or
U = mm with m € Z. For Ry = 0 it follows from the second equation that cos(¥) =0 = ¥ =

%w with n € Z. For ¥ = m it follows from the second equation that

(=1)™(2R? + 1) — (k1 R} + ko) R1\/ R? +1 = 0. (37)
Following the analysis as given in subsection 4.3.1 it can be shown elementarily that
(1) for m even and fixed there will be always exactly one equilibrium point,

(74) for m odd and fixed it is possible to have zero, one, or two equilibrium point(s) depending
on the values of k1 and k2. In Figure 9 the bifurcation curve in the (ki,k2)-plane is
given for which one equilibrium point occurs. Also in Figure 9 the regions A-0 and A-2
are given in which zero or two equilibrium points occur respectively.

In Figure 10 some phase portraits of system (35) are given for different values of k; and
ky. From these phase portraits and from (36) it can be deduced that R; remains bounded,
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5 oz o= o s 1k,

Figure 9: Bifurcation curve in the (kq, k2)-plane for the number of critical points of system
(35) with ¥ = mm, m odd and fixed.
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3 35 . R 0 05 1 15 2 25 3 35 4+ R

(a) kl = 47]€2 =-8 (b) ]ﬂl = 47]€2 = —3.657 (C) kl = 4, kg =3

P S R R - S R

Figure 10: Phase portraits of system (35) for different values of k1 and ks (case K < 0).

and so, all solutions of the problem with 2 = ws + wy + €¢ will remain bounded. These
results are different from the ones found in the linearized case (see [7]). For the problem
under consideration it can be concluded that the nonlinear terms ”stabilize” the conveyor
belt system.

4.4 The case 2 = w3+ wy + €

The linearized problem with 2 = w3 + wy + €¢ has been studied in [7]. It has been shown in
[7] that for most parameter values only the second and the third mode will interact through an
internal resonance and that for special values of the beam parameters there will be additional
interactions. In this section it will be assumed that the beam parameters are such that only
an interaction between the second and the third mode occurs due to velocity fluctuations with
frequency Q = ws + wy + €¢p, where ¢ is a detuning parameter. In [7] it has been shown that
for the linearized problem instabilities (that is, unbounded solutions) occur. For the nonlinear
system (see (8)) with Q = w3+ w9 + €¢ it can again be shown that in order to remove secular
terms that Axg and By have to satisfy:

120 Pt
A20 = %(90@ + 4UJ3)[330 COS(¢t1) — Ago sin(cbtl)] — iw2

Bao|2(A3 + B3) +
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le (A2 +Bl0]

. 12«
Byy = 25 (9&)2 + 4W3) [Ago COS(@fl) + Bsg Sln(gﬁtl)]

le (A2 +Bl0]

. 12« .
Ago = 25 (9&)2 + 4w3)[320 COS(¢t1) A20 Sln(¢t1)]

2Zz2 (A2 + B, }

~ 27T4
e [2(43, + Bj) +

9P1 7T
32ws

Bsy [9(A:2>,o + B3y) +

. 12 ) 9p,”
Bgo 25 (9&)2 + 4(,U3)[A20 COS(¢t1) Bgo Sln(¢t1)] 321 A30 |:9(A§0 + B?%O) +
2212 (A2 + B2) } (38)
and Ay = 0 and By = 0 for k = 1,4,5,6,.... By introducing polar coordinates, that

is, Ago(t1) = rg(t1)sin(pr(t1)) and Byo(t1) = ri(t1) cos(pr(t1)) it follows that system (38)
becomes

. 12c«x

To = 2B o (9CU2 + 4&)3)7‘3 SIH(¢2 + ¢3 + ¢t1)

. 12«

73 = —— (wa + dws3)ra sin(p2 + @3 + ¢t1),
25w3

: 12a Pirt =

¢z = 5— (w2 + 4W3)— cos(¢2 + ¢3 + Pt1) — 1 - (27"3 +> 127“12)7
25ws 2 2 —

<15 12c 120 0,00+ 4 ) cos(da + b3 + Bt1) — 9P127r4 <9r2+2§:l2r2>
= ws)—
3 OBws 2 33 2T T T T, 7B L)

(39)

and 7,0 = 0 for k = 1,4,5,6,.... It follows from the first two equations in (39) that worere —
wsrgrg3 = 0 which leads to the first integral WQT% — w?,?“% - K , where K is a constant of
integration.

Now it should be observed that system (39) and system (23) are of the same from. So,
the analysis as presented in section 4.3 can be repeated leading to the same conclusions (see

the end of section 4.3).

5 Conclusions and remarks

In this paper a weakly nonlinear model describing the transversal vibrations of a conveyor
belt with a low and time-varying velocity has been studied. The equations of motion have
been derived using Hamilton’s principle leading to a system of partial differential equations
describing the longitudinal and the transversal displacements of the conveyor belt. Using
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Kirchhoff’s assumption the system of partial differential equations has been reduced to a single
fourth order, weakly nonlinear beam equation, which describes the transversal vibrations of
the belt system. In the analysis it has been assumed that the belt moves with a time-
varying velocity V (t) = €(Vy + asin(Qt)), where €,V), and « are constants with |a] < Vj
and 0 < € < 1. The value of € can be considered to be a measure of the smallness of the
belt speed compared to the wave speed. Further it has been assumed that the vertical and

the longitudinal displacement are of order € and of order €2 respectively, and that PO2 = %

and P12 = %4 are of order 1 and of order % respectively. Complicated dynamical behaviour

of the belt system occurs when the frequency €2 of the belt speed fluctuations is the sum or
difference of any two natural frequencies of the belt system with velocity equal to zero. In
[7] it has been shown for a linear model that the behaviour of the system will be unstable for
frequencies €2 of sum type. In this paper it has been shown for a weakly nonlinear model that
the behaviour of the system will always be stable for 2 = w9 — wq + €@, or Q = wy + wy + €0,
or ) = w3 + ws + €¢, where ¢ is a detuning parameter. It is expected that for other values of
) the same techniques (as presented in this paper) can be applied to determine the stability
properties of the belt system. Finally it should be remarked that other order assumptions
on the longitudinal and the vertical displacement, and on P02 and P12 lead to other model
equations. These model problems will be the subject for future research.

References

[1] F. Pellicano and F. Vestroni 2000 Journal of Vibration and Acoustics 122, 21-30. Non-
linear Dynamics and Bifurcations of an Axially Moving Beam.

[2] J.A. Wickert 1992 International Journal of Nonlinear Mechanics 27(3), 503-517. Non-
linear Vibrations of a Traveling Tensioned Beam.

[3] J.A. Wickert and C.D. Mote, Jr. 1988 Journal of the Acoustic Society of America 84,
963-969. Linear transverse vibration of an axially moving string-particle system.

[4] G. Lodewijks 1996 Dynamics of Belt Systems. PhD Thesis, Delft Universiteitsdrukkerij
TU Delft, Delft.

[5] S. Abrate 1992 Mech. Mach. Theory 27(6), 645-659. Vibrations of belts and belt drives.

[6] G. Suweken and W.T. van Horssen 2002 Journal of Sound and Vibration. On The
Transversal Vibrations of A Conveyor Belt with A Low and Time-Varying Velocity,
Part I: The String-Like Case (to be published).

[7] G. Suweken and W.T. van Horssen 2002 Journal of Sound and Vibration. On The
Transversal Vibrations of A Conveyor Belt with A Low and Time-Varying Velocity,
Part II: The Beam-Like Case (submitted).

[8] G. Suweken and W.T. van Horssen 2000 Mathematical Journal of The Indonesian Math-
ematical Society 6(5), 427-433. On The Transversal Vibrations of A Conveyor Belt.

[9] H.R. Oz and H. Boyaci 2000 Journal of Sound and Vibration 236(2), 259-276. Transverse
Vibrations of Tensioned Pipes Conveying Fluid with Time-Dependent Velocity.

23



[10]

[11]

[24]

[25]

H.R. Oz and M. Pakdemirli 1999 Journal of Sound and Vibration 227(2), 239-257.
Vibrations of an Axially Moving Beam with Time-Dependent Velocity.

R.G. Parker and Y. Lin 2001 Journal of Applied Mechanics 68, 49-57. Parametric In-
stability of Axially Moving Media Subjected to Multifrequency Tension and Speed Fluc-
tuations.

H.R. Oz, M. Pakdemirli, and H. Boyaci 2001 International Journal of Non-linear Me-
chanics 36, 107-115. Non-linear vibrations and stability of an axially moving beam with
time-dependent velocity.

R.A. Sack 1954 British Applied Physics 5, 224-226. Transverse oscillations in travelling
strings.

F.R. Archibald, and A.G. Emslie 1958 Applied Mechanics 25, 347-348. The vibrations
of a string having a uniform motion along its length.

S. Mahalingham 1957 British Journal of Applied Physics 8, 145-148. Transverse vibra-
tions of power transmission chains.

A.L. Thurman and C.D. Mote 1969 Journal of Applied Mechanics. 83-91. Free, Periodic,
Nonlinear Oscillation of an Axially Moving Strip.

G.J. Boertjens and W.T. van Horssen 2000 SIAM Journal on Applied Mathematics 60,
602-632. An asymptotic theory for a beam equation with a quadratic perturbation.

W.T. van Horssen 1992 Nonlinear Analysis 19,501-530. Asymptotics for a class of semi-
linear hyperbolic equations with an application to a problem with a quadratic nonlin-
earity.

A.H. Nayfeh and D.T. Mook 1979 Nonlinear Oscillations. New York: Wiley & Sons.

J. Kevorkian and J.D. Cole 1996 Multiple Scale and Singular Perturbation Methods. New
York: Springer-Verlag.

M. Pakdemirli and A.G. Ulsoy 1999 Journal of Sound and Vibration 203(5), 815-832.
Stability analysis of an axially accelerating string.

M. Pakdemirli, A.G. Ulsoy, and A. Ceranoglu 1994 Journal of Sound and Vibration
169(2), 179-196. Transverse vibration of an axially accelerating string.

G.J. Boertjens and W.T. van Horssen 2000 Journal of Sound and Vibration 235(2), 201-
217. On interactions of Oscillation modes for a weakly nonlinear undamped elastic beam
with an external force.

G.J. Boertjens and W.T. van Horssen 1998 Nonlinear Dynamics 17, 23-40. On mode
interactions for a weakly nonlinear beam equation.

W.T. van Horssen and A.H.P. van der Burgh 1988 SIAM Journal on Applied Mathe-
matics 48, 719-736. On initial-boundary value problems for weakly semi-linear telegraph
equations. Asymptotic theory and application.

24



