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Scalable Newton-Krylov Solver for Very Large Power Flow

Problems

R. Idema, D.J.P. Lahaye, C. Vuik∗ and L. van der Sluis†

Abstract

The power flow problem is generally solved by the Newton-Raphson method with a sparse

direct solver for the linear system of equations in each iteration. While this works fine for

small power flow problems, we will show that for very large problems the direct solver is very

slow and we present alternatives that scale much better in the problem size. For the largest

test problem, with around one million busses, the presented alternatives are over 120 times

faster than using a direct solver.

1 Introduction

Electrical power systems can be regarded to be among the most complex systems designed, con-
structed, and operated by humans. The consumers are supplied with the requested amount of
active and reactive power at a constant frequency and with a constant voltage. Loads are switched
on and off continuously, and because electricity cannot be efficiently stored in large quantities, the
balance between the amount of generated and consumed electricity has to be maintained by control
actions. This has brought forward the basic design of these power systems: a solid, centralized,
vertical structure. The production of electrical energy or, more correctly, the conversion of the
primary energy source into electricity takes place in a central core consisting of a number of large
power plants, completely controlled in terms of their output. Tree-structured distribution networks
transport this energy towards the distributed consumers.

The sophisticated control of the large power plants, combined with the efficient design of the
networks, has created the present power systems, based on the principles of robustness, reliability,
security, stability, and quality of energy supply. These basic principles have always been the system
design goals and were traditionally interwoven with the centralized, vertical structure. Aberration
from this structure has often been treated with skepticism, implying violation of these principles.
But in the recent years two socio-economic factors, namely the stimulation of the use of renewable
energy as source of primary energy and the liberalization of the energy markets, created a boost
towards a new concept. The systems of the future should have a non-centralized, distributed
structure.

In such distributed systems, the generation of electrical energy takes place in a large number of
small- to medium-scale geographically distributed power plants. But this horizontal operation is
associated with a basic restricting feature: the output of these power plants cannot be regulated,
either due to their operation in a liberalized market environment, or due to unavailability of the
primary energy mover when renewable generation is concerned. Moreover, these generators are
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connected at the lower voltage levels (in contrast to the current layout of the system where most of
the generation is connected at transmission level), they are connected by means of power electronic
interfaces (instead of the classic synchronous generator paradigm), and their output presents an
intermittent character (leading to strong fluctuations in the power injected in the grid).

Resulting from these radical structural changes, increased uncertainty in electrical energy gener-
ation penetrates system operation. The system design engineers are therefore forced to deal with
new problems, such as finding out under which conditions the new structure does not violate the
operational principles of the power system, and what the design methodologies for the transition
from the present to the future structure are.

A possible consequence of the transition from the current vertically-operated power system into a
future horizontally-operated power system for the power system is that the transmission network
becomes less active, while the distribution network becomes a lot more active. The power is not
only consumed but also generated in the distribution network. The direction of power flows in the
network become less predictable, and one-way traffic becomes two-way traffic. Voltage stability
becomes an issue in this case, as the voltage is no longer controlled by the generators in the large
centralized power stations and tap-changing transformers alone. The decentralized generation has
to play a role in controlling the voltage.

The power flow, or load flow, computation is the most important network computation in power
systems. It calculates the voltage magnitude and angle in each bus of a power system, under
specified system operation conditions. Other quantities, such as current values, power values, and
power losses, can be calculated easily when the bus voltages are known.

Power flow computations bring insight in the steady-state behavior of a power system. This is
needed in many control and planning applications. For example, whenever power system com-
ponents have to be taken out of service, say for maintenance purposes, it is crucial to know if
the power system will still function within system limits without these particular components, or
whether additional measures have to be taken. Moreover, a power system has to be at least n?1
secure, meaning that if any one component fails the power system still functions properly. These
are typical problems that can be solved by doing load flow computations on the power system
network.

More and more nation wide power systems are being connected to be able to exchange cheap excess
power. This results in huge connected power systems with many times the busses and transmission
lines of the classical systems. A small set of simultaneous failures could propagate through the
entire system, causing a massive blackout. Therefore providing security against overloading is
more important than ever. Furthermore, in a larger power system it is much more likely to have
multiple failures at the same time. Therefore n?2 security analysis is already being done regularly,
taking huge amounts of computational effort.

Currently, power flow calculations are done on the transmission network while the distribution
network is aggregated at busses in the power system model. However, with the transition to
horizontally-operated power systems with distributed generation it will no longer be possible to
simply work on the transmission network alone. The power flow computations will have to be
extended to the distribution network, possibly down to as low as the 10kV systems. This would
result in power flow problems of sheer massive size. Motivated by these developments, we explore
mathematical techniques for power flow problems that are particularly well equipped to deal with
very large problem sizes.

Traditionally the power flow problem is solved by use of the Newton-Raphson method, with a
direct solver for the linear systems [23, 24]. It has been recognized that iterative linear solvers can
offer advantages over sparse direct solvers for large power systems [10, 5, 3, 12, 29]. The question
arises when iterative methods are better than direct methods for power flow problems. The key
to answering this question is in the scaling of the computational time of the power flow algorithm
in the problem size.
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In this paper we will answer that question for a test set of power flow problems, ranging up to
one million busses. We will show how the Newton-Raphson method with a direct solver scales,
and compare it with the scaling behavior of the Newton-Raphson method with an iterative linear
solver with a selection of preconditioners.

We will see that direct solvers, or any other method using a complete LU factorization, scale very
badly in the problem size. The alternatives that we propose in this paper show near linear scaling,
and are therefore much faster for large power flow problems. Using a direct solver the largest
problem takes over an hour to solve, while our solver can solve it in less than 30 seconds, that is
120 times faster.

The implementation of our solver is done in C++ using PETSc (Portable, Extensible Toolkit for
Scientific Computation) [2], a state of the art C library for scientific computing. The Newton-
Raphson method is part of the SNES framework within PETSc. PETSc can be used to produce
both sequential programs, and programs running in parallel on multiple processors. The results
that we present in this paper were all executed on a single processor core.

The test set of power flow problems used is based on the UCTE1 winter 2008 study model, which
consists of 4253 busses and 7191 lines. The smallest problem is the UCTE winter 2008 study
model itself, while the larger problems are all constructed by copying the model multiple times,
and interconnecting the copies with new transmission lines.

2 Power Flow Problem

The power flow problem is the problem to determine the voltage at each bus of a power system,
given the supply at each generator and the demand at each load in the network.

Let Y = G + jB denote the network admittance matrix of the power system. Then the power
flow problem can be formulated as the nonlinear system of equations

∑N

k=1
|Vi| |Vk| (Gik cos δik + Bik sin δik) = Pi, (1)

∑N

k=1
|Vi| |Vk| (Gik sin δik − Bik cos δik) = Qi, (2)

where |Vi| is the voltage magnitude, δi is the voltage angle, with δij = δi − δj, Pi is the active
power, and Qi is the reactive power at bus i. For details see for example [19, 11].

Define the power mismatch function as

F (x) =

[

Pi −
∑N

k=1
|Vi| |Vk| (Gik cos δik + Bik sin δik)

Qi −
∑N

k=1
|Vi| |Vk| (Gik sin δik − Bik cos δik)

]

(3)

where x is the vector of voltage angles and magnitudes. Then we can reformulate the power flow
problem (1), (2), to finding a solution vector x such that

F (x) = 0. (4)

This is the system of non-linear equations that we will solve to find the solution of the power flow
problem.

1UCTE is a former association of transmission system operators in Europe. As of July 2009, the European
Network of Transmission System Operators for Electricity (ENTSO-E), a newly formed association of 42 TSOs
from 34 countries in Europe, has taken over all operational tasks of the existing European TSO associations,
including UCTE. See http://www.entsoe.eu/
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3 Power Flow Solution

Our solver is based on the Newton-Raphson method for systems of nonlinear equations like (4).
This iterative method updates the approximate solution xi in each iteration with a Newton step
si, calculated from the linear system of equations

Jisi = −F i, (5)

where Ji is the Jacobian of the power mismatch F . For details on the Newton-Raphson method
see for example [7].

In power flow analysis, the classical way to solve the linear system (5) is with a direct solver.
Effectively, this means that Ji is factorized into a lower triangular factor Li, and an upper trian-
gular factor Ui, such that LiUi = Ji. Then the linear problem LiUisi = −F i can be solved using
forward and backward substitution, which are both very fast operations.

The LU factorization was originally designed for full matrices, and has complexity n3 in the
problem size n. It was adapted very efficiently for sparse matrices, like the Jacobian matrix Ji

in the power flow problem. Although the scaling of the LU factorization’s computational time
in the problem size is much more complex for sparse matrices, it is well-known that in general it
does not scale linearly for large problem sizes. This is something that is also clearly illustrated by
our numerical experiments in Section 6. For more information on sparse direct methods see for
example [8, 4].

To get a power flow solver that scales better for large problems we will look at alternative linear
solvers for problem (5) in the form of iterative methods, in particular the Generalized Minimal
Residual method (GMRES) [18]. The reason to use GMRES is that it, being a minimal residual
method, solves the problem in the least number of matrix-vector multiplications. From the per-
formance of GMRES we can then judge whether we should try other iterative linear solvers, like
Bi-CGSTAB [27, 20] or IDR(s) [21].

With the Newton-Raphson method there is only a certain accuracy that we can expect to reach
in each iteration. Solving the linear system to an accuracy higher than that needed to reach
the best Newton-Raphson accuracy in the current step would be a waste of computational time.
Therefore, when using an iterative linear solver we should not solve each linear system to full
precision. Instead we should determine forcing terms ηi and use the iterative linear solver to solve
up to

‖Jisi + F i‖ ≤ ηi‖F i‖. (6)

We then speak of an inexact Newton-Krylov method [6].

In [12] we discussed three methods of choosing the forcing terms ηi. Here we will use the method
proposed by Eisenstat and Walker [9]. This method has been successfully used in practice on
many different problems, and also provided very good results for us.

4 Preconditioning

Essential to the performance of a Krylov method like GMRES is a good preconditioner. See
for example [17] for information on preconditioning. In our solver we use right preconditioning,
meaning that we iteratively solve the linear system

JiP
−1

i zi = −F i, (7)

and then get the Newton step si by solving Pisi = zi. For fast convergence the preconditioner
matrix Pi should resemble the coefficient matrix Ji. At the same time we need a fast way to solve
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linear systems of the form Piui = vi, as such a system has to be solved in each iteration of the
linear solver.

In this paper we will construct preconditioners in the form of a product of a lower and upper
triangular matrix Pi = LiUi. Any linear system with coefficient matrix Pi can then simply be
solved using forward and backward substitution. To come to such a preconditioner we choose
a target matrix Qi and then construct either the LU factorization LiUi = Qi or an incomplete
LU (ILU) factorization [13, 14] LiUi of Qi. In the case of the full LU factorization we get a
preconditioner Pi = LiUi = Qi, whereas with the ILU factorization the preconditioner Pi = LiUi

only resembles the target matrix Qi. The trade-off here is that an ILU factorization is cheaper to
build than an LU factorization, whereas the full LU factorization will generally results in a better
preconditioner.

There are three choices that we will consider for the target matrix Qi. These are the Jacobian
matrix Qi = Ji, the initial Jacobian matrix Qi = J0, and Qi = Φ, where

Φ =

[

B′ 0
0 B′′

]

, (8)

with B′ and B′′ as in the BX scheme of the Fast Decoupled Load Flow (FDLF) [22] method as
proposed by van Amerongen [26].

The FDLF matrix Φ can be seen as an approximate Schur complement of the initial Jacobian
matrix [15]. In previous studies Φ has already proven to be a good preconditioner [10], [12], while
containing only half the non-zeros of the Jacobian matrix, thus providing benefits in computing
time and memory.

Other preconditioners that are known to often work well for large problems are preconditioners
based on iterative methods. Only stationary iterative methods can be used as a preconditioner for
standard implementations of GMRES, Bi-CGSTAB, and IDR(s). Non-stationary iterative meth-
ods, like GMRES itself, can only be used with special flexible iterative methods, like FGMRES [16].
The use of FGMRES with a GMRES based preconditioner has been explored in [29].

Algebraic Multigrid (AMG) methods can also be used as a preconditioner. Running one cycle of
AMG, with a stationary solve on the coarsest grid, leads to a stationary preconditioner. Such a
preconditioner is very well suited for extremely large problems. For more information on AMG
see [25, App. A].

5 Factorization

As mentioned in the previous section, we use complete and incomplete LU factorizations of the
target matrix Qi to construct our preconditioners. In this section we consider the quality and fill,
i.e., the number of non-zeros, of the preconditioners and how to control these properties.

When using a full LU factorization the quality of the preconditioner is predetermined by the
choice of the target matrix, as Pi = Qi. However, when doing an LU decomposition on a sparse
matrix we can expect the factors Li and Ui to have more non-zeros than the original matrix
Qi. This is referred to as fill-in. The number of non-zeros in the factors divided by the number
of non-zeros in the original matrix is called the fill-in ratio. The higher the fill-in ratio is, the
more memory is needed, and the more computational time is needed for the factorization and the
forward and backward substitutions. It is therefore paramount to try to minimize the fill-in of the
LU factorization.

The fill-in can be controlled by reordering the rows and columns of the matrix that is to be
factored. However, finding the ordering that minimizes fill-in has been proven to be NP-hard [28].
Many methods have been developed to quickly find a good reordering, see for example [8, 4].
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The method of incomplete LU factorization that we use is ILU(k), where k is the number of
levels of fill-in. This method determines the allowed non-zero positions in the factors based on the
k-level, and subsequently calculates the best values for these non-zero positions.

As the fill-in is predetermined one might think that reordering is not important. However, even
if the reordering does not influence the fill-in for an ILU(k) factorization, it does influence the
quality with which LiUi approximates the target matrix Qi.

In our experiments we have used the AMD reordering [1], which yielded very good results for both
the LU and ILU(k) factorizations. To illustrate the impact of a good reordering, Table 1 shows
the results of a single LU factorization of the initial Jacobian matrix J0 for the uctew032 problem
(see Table 2). The factorization time is measured in seconds.

reordering none AMD
factorization time 33.6 0.53

fill-in ratio 35 2.3

Table 1: LU factorization of J0 for uctew032

The influence of reordering on the ILU(k) factorization is less drastic, but still very useful. For the
uctew032 case, when solving the initial Jacobian system J0s0 = −F 0 with an ILU(k) factorization
of J0 as preconditioner, with different choices of k, we observed GMRES needing around 25% less
iterations to converge when using the AMD reordering, compared to using no reordering.

6 Numerical Experiments

In this section we present the results of our numerical experiments. The test cases used are created
using the UCTE winter 2008 model, as described in Section 1. Table 2 shows the number of busses
and lines in the test problems, as well as the number of non-zeros in the Jacobian matrix nnz(J).
The naming convention used is uctewXXX, where XXX is the number of times the model is copied
and interconnected.

busses lines nnz(J)
uctew001 4.25k 7.19k 62.7k
uctew002 8.51k 14.4k 125k
uctew004 17.0k 28.8k 251k
uctew008 34.0k 57.6k 502k
uctew016 68.0k 115k 1.00M
uctew032 136k 231k 2.01M
uctew064 272k 462k 4.02M
uctew128 544k 924k 8.05M
uctew256 1.09M 1.85M 16.1M

Table 2: Power flow test problems

All tests are run on a single core of a machine with Intel Core2 Duo 3GHz CPU and 16Gb memory.
The problems are solved from a flat start, up to an accuracy of 10−6.

First we consider the results using preconditioners based on the Jacobian matrix, i.e., Qi = Ji.
Fig. 1 shows the solve time in seconds versus the number of busses. Note that using a full LU
factorization in this case is effectively the same as using a direct solver.

It is clear that the direct solver does not scale well in the problem size. For our test cases it is
competitive up to about 150k busses, but deteriorates rapidly for larger problems. The largest
problem took over an hour to solve with a direct linear solver, whereas the ILU(4), ILU(8), or
ILU(12) factorization of Ji as preconditioner all solved the problem in less than a minute.
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Figure 1: Solve time in seconds with Jacobian preconditioner
I: LU of Ji, II: ILU(4) of Ji, III: ILU(8) of Ji, IV: ILU(12) of Ji

We also tested k-levels higher than 12, but found that the factorization then started taking too
much time, and the solver became slower. For our test data ILU(12) provided the optimum in
terms of solve time on the largest cases.

Next we test preconditioners based on the initial Jacobian matrix, i.e., Qi = J0. Fig. 2 shows the
solve times for these preconditioners.

Figure 2: Solve time in seconds with initial Jacobian preconditioner
I: LU of J0, II: ILU(4) of J0, III: ILU(8) of J0, IV: ILU(12) of J0

7



Since the preconditioner is the same in each iteration, we only have to make a factorization once
at the start. Therefore using the LU factorization, where the factorization is by far the most
expensive computation in the entire solve, is much faster than for the direct solver, where we had
to make a new factorization in each iteration.

After the first iteration, J0 will not be as good a preconditioner as Ji, thus more GMRES iterations
will be needed. We see that using ILU(4) of J0 is slower than using ILU(4) of Ji. This is because
the ILU(4) factorization is very fast, and most of the time is spend on GMRES iterations. With
J0 as preconditioner the number of GMRES iteration goes up by more than is saved by having to
do only one factorization. However, for higher k-levels like ILU(12), the extra GMRES iterations
needed when using J0 cost less time than the extra factorizations needed for Ji.

Finally we experiment with the FDLF matrix as basis for our preconditioners, i.e., Qi = Φ. Fig. 3
shows the results.

Figure 3: Solve time in seconds with FDLF preconditioner
I: LU of Φ, II: ILU(4) of Φ, III: ILU(8) of Φ, IV: ILU(12) of Φ

Again we only have to make a single factorization, and the target matrix has about half the
non-zeros of the Jacobian. Because of this, using the LU factorization can stay competitive
with the ILU(k) alternatives longer, up to problem sizes of around 300k busses. However, for
larger problems the LU factorization again starts to show bad scaling behavior, and the ILU(12)
factorization is a clear winner.

Inspection of the solve times showed that for our test problems using preconditioners based on Ji,
while competitive for smaller problems, was never better than using Qi = J0 or Qi = Φ. In Fig. 4
we therefore compare the LU and ILU(12) factorizations of J0 and Φ.

Obviously, for the largest problems the ILU(12) factorizations perform the best. The variant using
ILU(12) of Φ is slightly faster, but close inspection of the solver output shows this is actually due
to the inexact Newton-Krylov solver needing 8 Newton-Raphson iterations when using J0, against
6 iterations for Φ. This has to do with being a bit lucky, or unlucky, at how the Newton step
exactly turns out for a certain problem under the forcing term condition (6), much more than it
has to do with the quality of the preconditioner.
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Figure 4: Solve time for all test problems with the best performing methods
I: LU of J0, II: LU of Φ, III: ILU(12) of J0, IV: ILU(12) of Φ

Note that under 150k busses it seems there is not much between these methods. Closer inspection
reveals that this is indeed true, see Fig. 5. Differences here are again more due to the vagaries of
the inexact Newton-Krylov method, than to the quality of the preconditioners.

Figure 5: Solve time for the smaller problems with the best performing methods
I: LU of J0, II: LU of Φ, III: ILU(12) of J0, IV: ILU(12) of Φ

To validate our choice for GMRES as iterative solver, we have also tested Bi-CGSTAB with the
same preconditioners. Bi-CGSTAB should be expected to outperform GMRES when a lot of
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GMRES iterations are needed, meaning that Bi-CGSTAB will become a better alternative when
the preconditioner becomes worse.

Our tests showed that for the largest test problem Bi-CGSTAB was faster than GMRES when
using ILU(4) preconditioners, and slightly slower than GMRES with ILU(12). Using ILU(4) with
Bi-CGSTAB was still significantly slower than using ILU(12) with either iterative linear solver.
The results for ILU(8) were hard to compare because an extra Newton iteration was needed when
using Bi-CGSTAB.

7 Conclusions

The experiments of the previous section clearly illustrates the bad scaling of the LU factorization
in the problem size. Because of that bad scaling direct sparse solvers, but also Krylov methods
with preconditioners based on the LU factorization, are not viable options for the solution of the
linear systems that arise when solving power flow problems with the Newton-Raphson method.
For the same reason the classical implementation of the Fast Decoupled Load Flow method is also
not viable for very large problems.

To solve very large power flow problems, we need a scalable solver to solve the linear systems.
In this paper we have proposed to use an iterative linear solver, in particular GMRES, with an
ILU(k) factorization of the Jacobian matrix Ji, the initial Jacobian matrix J0, or the FDLF matrix
Φ, as preconditioner.

We have shown that a good reordering strategy is essential to reduce the fill-in of the LU fac-
torization, but also to improve the quality of ILU factorizations. In [12] we already showed the
importance of choosing good forcing terms for the inexact Newton-Krylov method. Using the
AMD reordering, and the Eisenstat and Walker forcing terms, we have run experiments on power
flow problems up to a million busses.

The experiments show that the ILU(k) preconditioners scale very well for the tested problem sizes.
Factorizing a preconditioner once at the start, i.e., using J0 or Φ, generally performed better than
refactorizing in each iteration, i.e., using Ji. The best results were attained with an ILU(12)
factorization of either J0 or Φ as a preconditioner, solving the largest problem with over a million
busses in around 30 seconds.

Experiments with Bi-CGSTAB showed to be very competitive. When using lower quality precon-
ditioners, i.e., ILU factorization with lower k-levels, Bi-CGSTAB led to a faster power flow solver
than GMRES. However, for the fastest ILU(12) based preconditioners GMRES was slightly faster
than Bi-CGSTAB.
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