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Abstract

This report is focused on the preconditioned Conjugate Gradient (CG) method for linear sys-
tems resulting from Symmetric Interior Penalty (discontinuous) Galerkin (SIPG) discretiza-
tions for stationary diffusion problems. In particular, it concerns two-level preconditioning
strategies where the coarse space is based on piecewise constant DG basis functions. In this pa-
per, we show that both the two-level preconditioner and the corresponding BNN (or ADEF2)
deflation variant yield fast scalable convergence of the CG method (independent of the mesh
element diameter). These theoretical results are illustrated by numerical experiments.

1 Introduction

The discontinuous Galerkin method can be interpreted as a finite volume method that uses piece-
wise polynomials of degree p rather than piecewise constant functions. As such, it combines the
best of both classical finite element methods and finite volume methods, making it particularly
suitable for handling non-matching grids and designing hp-refinement strategies. However, the
resulting linear systems are usually larger than those for the aforementioned classical discretiza-
tion schemes. This is due to the larger number of unknowns per mesh element. At the same
time, the condition number typically increases with the number of mesh elements, the polynomial
degree, and the stabilization factor [4, 18]. Problems with strong variations in the coefficients pose
an extra challenge. Altogether, standard linear solvers often result in long computational times
and/or low accuracy.

In search of efficient and scalable algorithms (for which the number of iterations does not in-
crease with e.g. the number of mesh elements), much attention has been paid to subspace correc-
tion methods [23]. Examples include classical geometric (h-)multigrid [3, 10], spectral (p-)multigrid
[9, 13], algebraic multigrid [14, 17], Schwarz domain decomposition [1, 8], and mixtures of these
[2]. Usually, these methods can either be used as a standalone solver, or as a preconditioner in
an iterative Krylov method. The latter tends to be more robust for problems with a few isolated
‘bad’ eigenvalues, as is typically the case for problems with large contrasts in the coefficients.

This research is focused on the preconditioned Conjugate Gradient (CG) method for linear
systems resulting from Symmetric Interior Penalty (discontinuous) Galerkin (SIPG) discretizations
for stationary diffusion problems. In particular, it concerns two-level preconditioning strategies
where the coarse space is based on the piecewise constant DG basis functions.

The latter strategy has been introduced by Dobrev et al. [6]. In [19], their method has been
carried over to deflation with the help of the analysis in [21]: it has been demonstrated numerically
that both two-level variants yield fast and scalable CG convergence using (damped) block Jacobi
smoothing.

To provide theoretical support for the latter, in this paper, we bound the condition number
of the preconditioned/deflated system independently of the mesh element diameter. Such bounds
are already available for the preconditioning variant with p = 1, as derived in [6] using the
work of Falgout et al. [7]. Here, we extend these results by allowing p > 1. Furthermore, we



include BNN/ADEF2 deflation in the analysis. Additionally, we demonstrate that the required
restrictions on the smoother are satisfied for (damped) block Jacobi smoothing. Finally, we extend
the numerical support in [19] for these results by studying two test problems with strong variations
in the coefficients.

The outline of this paper is as follows. Section 2 specifies both two-level methods for the linear
SIPG systems under consideration. Section 3 derives an auxiliary regularity result, which is used
to derive the main scalability result in Section 4. Numerical experiments are discussed in Section
5. Finally, we summarize the main conclusions in Section 6.

2 Methods & Assumptions

This section specifies the methods and assumptions that we consider in this paper. Section 2.1
specifies the diffusion model under consideration and discretizes it by means of the SIPG method.
Section 2.2 discusses two two-level preconditioning strategies for solving the resulting linear system
by means of the preconditioned CG method.

2.1 SIPG discretization for diffusion problems

Model problem We study the following diffusion problem on the d-dimensional domain {2 with
source term f, scalar diffusion coefficient K (bounded below and above by positive constants),
and a combination of Dirichlet and Neumann boundary conditions (specified by gp on 92p and
gn on 00y with outward normal n respectively):

-V - (KVu) = f, in Q,
u = ¢gp, on 00 p,
KVu-n =gy, on 0Qy. (1)

We assume that the model parameters are chosen such that a weak solution of this model problem
exists (cf. [15] for specific sufficient conditions). Furthermore, we assume that  is either an
interval (d = 1), polygon (d = 2) or polyhedra (d = 3).

Mesh To discretize the model problem (1), we subdivide €2 into mesh elements Fj, ..., Ey with
maximum element diameter h.

We assume that each mesh element E; is affine-equivalent with a certain reference ele-
ment Eqy that is an interval/polygon/polyhedra (independent of h) with mutually affine-  (2)
equivalent edges.

Note that all meshes consisting entirely of either intervals, triangles, tetrahedrons, parallelograms,
or parallelepipeds satisfy this property.

Furthermore, we assume that the mesh is regular in the sense of [5, p. 124]. To specify this
property, for all ¢ = 0,..., N, let h; and p; denote the diameter of F;, and the diameter of the
largest ball contained in E; respectively. We can now define regularity as':

hi ‘
— <1, Vi=1,..,N. (3)
Pi

SIPG method Now that we have specified the mesh, we can construct an SIPG approximation
for our model problem (1). To this end, define the test space V' that contains each function that
is a polynomial of degree p or lower within each mesh element, and that may be discontinuous at

I Throughout this paper, we use the symbol < in expressions of the form “F(z) < G(z) for all z € X” to indicate
that there exists a constant C' > 0, independent of the variable z and the maximum mesh element diameter h (or
the number of mesh elements), such that F(z) < CG(z) for all z € X. The symbol 2 is defined similarly.



the element boundaries. The SIPG approximation uj, is now defined as the unique element in this
test space that satisfies the relation

B(up,v) = L(v), for all test functions v € V, (4)

where B and L are certain (bi)linear forms that are specified hereafter.

Details To specify these forms, we use the following notation: let I';, denote the collection of all edges e =
OF;NJE; in the interior. Similarly, let I'p and 'y denote the collection of all edges (points/lines/polygons) at
the Dirichlet and Neumann boundary respectively. Additionally, for all edges e, let he denote the length of the
largest mesh element adjacent to e for one-dimensional problems, the length of e for two-dimensional problems,
and the square root of the surface area of e for three-dimensional problems. Finally, we introduce the usual
trace operators for jumps and averages at the mesh element boundaries: in the interior, we define at 0E; NOE;:
[v]=vi-n;+v;-nj, and {v} = %(Vz +v;), where v; denotes the trace of the (scalar or vector-valued) function
v along the side of E; with outward normal n;. Similarly, at the domain boundary, we define at 9E; N 0S2:
[v] = v; - n;, and {v} = v;. Using this notation, the forms B and L in (4) can be defined as follows (for
one-dimensional problems, the boundary integrals below should be interpreted as function evaluations of the
integrand):

N
B (up,v) = Z/E KVuy, - Vo,
Bs (up,v) = Z /— [un] -

eel',Ul'p ¥ €
By (up,v) = — Z / {KVup} - [v] + [up] - {KVU})
ecl'p,Ul'p
B(up,v) = Bq(up,v) + Bo(up,v) + Br(up,v),

(v) /fU— > /<KVU +—7J>9D+ > /’)ng (5)

ecl'p ecl'n

where o is the so-called penalty parameter (discussed hereafter).

The SIPG method involves a penalty parameter o, which penalizes the inter-element jumps to
enforce weak continuity required for convergence. Its value may vary throughout the domain, and
we assume that it is bounded below and above by positive constants (independent of the maximum
element diameter h). Furthermore, we assume that the penalty parameter is sufficiently large so
that the scheme is coercive [15, p. 38-40], i.e

Bq(v,v) + Bs(v,v) < B(v,v), Yo e V. (6)

Linear system In order to compute the SIPG approximation defined by (4), it needs to be
rewritten as a linear system. To this end, we choose a basis for the test space V: for each mesh
element F;, we set the basis function (i)gi) equal to zero in the entire domain, except in F;, where it
is equal to one. Similarly, we define higher-order basis functions gzﬁg), e %), which are a higher-
order polynomial in F; and zero elsewhere. Note that, e.g., for one-dimensional problems, we have

m=p+ 1.

Details More specifically, the basis functions are constructed as follows. For all i = 1,..., N, let F; : E; — FEp

denote an invertible affine mapping (which exists by assumption (2)). Furthermore, let the functions ¢(0) :
Eo — R (with kK =1, ...,m) form a basis for the space of all polynomials of degree p and lower on the reference

element (setting (;3( )> = 1). Using this basis on the reference element, the basis function gi)](ci) is zero in the entire

domain, except in the mesh element E;, where it reads ¢>§f> = (b§€0> o Fj.

Now that we have defined the basis functions, we can express u; as a linear combination of these
functions:

N m
up = Z Z u,(f)gb,(f). (7)

i=1 k=1



The new unknowns u,(:) in (7) can be determined by solving a linear system Au = b of following
form:

Ay A ... Ay

up b,
A.21 Agg | 11.2 _ b.2 7 (8)
Ayt ... Ann| Lun by

where the blocks all have dimension m, and where, for all 4,5 =1,..., N:

B, o) B o) .. B, o) uf? L(6")
@ ,G) @ ,G) : ul) L(¢Y

Ay = B(¢; .7¢2 ) B¢y, 957) . : . ow = 2 , bj= ((bz ) (9)
B( Y), %)) B( %)’ grﬂl)) Ugvi) L(ﬁb?(vjm))

This system is obtained by substituting the expression (7) for u;, and the basis functions qbéj ) for v
into (4). Note that A is Symmetric and Positive-Definite (SPD), as the bilinear form B is SPD (cf.

(5) and (6)). Once the unknowns u,(:) are solved from the system, the final SIPG approximation
up, can be obtained from (7).

2.2 Two-level preconditioning and deflation

In the previous section, we obtained a linear SIPG system of the form Ax = b, where A is SPD.
To solve this system, we consider the preconditioned CG method. In particular, we focus on a
two-level preconditioner introduced by Dobrev et al. [6], and the corresponding BNN-deflation
variant. In this section, both variants are discussed.

Preconditioning variant The two-level preconditioner is defined in terms of a coarse correction
operator Q ~ A~! that switches from the original DG test space to a coarse subspace, then
performs a correction that is now simple in this coarse space, and finally switches back to the
original DG test space. In this paper, we study the coarse subspace that consists of all piecewise
constant functions.

More specifically, the coarse correction operator @ is defined as follows. Let R denote the
so-called restriction operator such that Ay := RART is the SIPG matrix for polynomial degree
p = 0. In other words, R is the following matrix with blocks of size 1 x m:

Rll R12 “e RlN

R= R? fi2z e Ri=1[10...0], Ry =1[0 ... 0],

Ryt ... Ry

for all i,j = 1,..., NV and i # j. Using this notation, the coarse correction operator is defined as
Q= RTA;'R.
The two-level preconditioner combines this operator with a nonsingular smoother M};"éc ~ AL
with the property
Mpree + ML, — Ais SPD. (10)

prec

It can be seen that this requirement is satisfied for (block) Gauss-Seidel smoothing (in that case,
Moprec + ML .. — Ais the (block) diagonal of A). Furthermore, it will be shown in Section 4.4 that

prec



this requirement is satisfied for block Jacobi smoothing. The result y = P&;cr of applying the
two-level preconditioner to a vector r can now be computed in three steps:

y = Mg;nlacr (pre-smoothing),
y? =y 4 Q@ — AyWM) (coarse correction),
y = y(2) + MI;ETC(I' — Ay(2)) (post-smoothing). (11)

The operator Pprec is SPD assuming that (10) is satisfied [22, p. 66].

BNN Deflation variant Basically, the BNN deflation variant is obtained by turning (11) inside
out, and using an SPD smoother Md_Q}] ~ A~! (such as block Jacobi). We do not impose a condition
of the form (10) at this point. The result y = P(;efl]r of applying the BNN deflation technique to
a vector r can now be computed as:

yM = Qr (pre-coarse correction).
y@ =y ¢ ML — Ay®W) (smoothing),
y =y® +Q(r — 4y?) (post-coarse correction). (12)

The operator Pyen is SPD for any SPD smoother M. d_eh, as can be shown using the more abstract
analysis in [22, p. 66].

Finally, we stress that the BNN deflation variant can be implemented more efficiently in a
CG algorithm by using the so-called ADEF2 deflation variant. The latter is obtained by skipping
the pre-coarse correction step in (12). ADEF2 yields the same iterates as BNN, as long as the
starting vector xg is pre-processed according to: xg +— Qb + (I — AQ)Txg [21]. Furthermore,
ADEF2 requires only 2 mat-vecs and 1 smoothing step per iteration, whereas the preconditioning
variant (11) requires 3 mat-vecs and 2 smoothing steps. In Section 5, we will compare the overall
numerical efficiency of these two methods. However, for the theoretical purposes in this paper, it
is more convenient to study BNN than ADEF2.

Additional smoother requirements To derive the theoretical results in this paper, we require
additional assumptions on the smoothers. To specify these, for any SPD matrix M, let mp; =
RT(RMRT)~'RM denote the projection onto the coarse space Range(RT) that yields the best
approximation in the M-norm (cf. [7]). Additionally, for any nonsingular matrix M such that
M + MT — Ais SPD, define the symmetrization M := MT(M +MT — A)~tM.

Using this notation, we can now specify the additional smoother requirements:

2Mdeﬂ —Ais SPD, (13)
hQ*dvT]\,ZpreCV <vTlv, Vv € Range(! — 7p), (14)
BT Myeav < vTv, Vv € Range(I — 7). (15)

It will be shown in Section 4.4 that these requirements are satisfied for (damped) block Jacobi
smoothing (a similar strategy can be used to show (14) for block Gauss-Seidel smoothing with
blocks of size m x m).

The conditions (10) and (13) imply that “the smoother iteration is a contraction in the A-
norm” [7, p. 473]. The main idea behind the conditions (14) and (15) is that the smoother should
scale with h2~% in the same way that A does, and that M is an efficient preconditioner for A in
the space orthogonal to the coarse space Range(RT) [22, p. 78]. A slightly stronger version of
(14) is also used in [6] to establish scalable convergence.

3 Auxiliary result: regularity on the diagonal of A

We want to show that the linear solvers discussed in the previous section are scalable (independent
of h). To this end, we require an auxiliary result that roughly states that the diagonal blocks of



A all behave in a similar manner in the space orthogonal to the coarse space. This section derives
this result using the mesh assumptions (2) and (3). In Section 4, we will apply this result to
obtain the desired scalability of both two-level methods. The final result of this section is given
in Theorem 3.3 in Section 3.3. To show this result, we require two intermediate results, which are
discussed in Section 3.1 and Section 3.2 respectively.

3.1 Intermediate result I: using regularity

The first intermediate result is a rather abstract property of the mesh. To state this result, recall

the mapping F; : E; — Ep (cf. Section 2). Because this mapping is invertible and affine by

assumption (2), there exists an invertible matrix G; € R?*? and a vector g; € R? such that

Fi(x) = Gix +g; for all x € F;. Next, let |G; | denote the determinant of G;*, and define
= |G; '|GTG;. We now have the following result?:

Lemma 3.1 The matriz Z; above satisfies the following relation:

1 < Amin(R*70Z) < Amax(B*792,) < 1, Vi=1,..,N. (16)

To show this result, we use the regularity of the mesh (3). Furthermore, we use the following
relations [5, p. 120-122]3:

Ei h — hz
meas(F;) 1Gilla < 0. G < 2 (17)

Gl =
1G] meas(Ep)’ pi’

We can now show Lemma 3.1:

PRrROOF (OF LEMMA 3.1) Because Z; := |G,._1\G.TG,-, and G is invertible, we have (cf. [16, p. 26]):

Amax (W74 Z;) = B2~ 4G Amax (G Gi) = B2~ G H||Gill3,
1 1
A EEL /AT Calile k) (. —— el Ve .
nnn( ) | 7 ‘)\rrxax((G?Gi>_1) | 7 ‘HC Hz

Applying the relations in (17), using that meas(Ep), ho and pp do not depend on h, and observing that
pd <meas(B;) <hd (for all i = 1,...,N), we may write:

] 2 Nd 2
A (h2=07,) < p2—d meas(E) (h“> < meas(F;) <ﬁ> < (E> <£> :
meas(Ep) ~ hd pi ~\ h pi
meas(E;)

)\nnn(} dZ ) > ]2 a meas B /)0 > 7111eas(E,,;) ]_I ’ > (&)d ]_] ’
111e<Ls(E0) h; ~ hd h; ~\h h;
Hence, the proof is completed if we can show that

h h

1< 2 < 51 Vi=1,.. N.
hy

The first two inequalities follow from the fact that p; < h; < h. The last inequality follows as a special case
from (3). Hence, we obtain (16), which completes the proof. |

3.2 Intermediate result II: the desired result in terms of ‘small’ bilinear
forms

The second intermediate result concerns the individual diagonal blocks of A in terms of ‘small’
bilinear forms. To state this result, we require the following notation: let V{ denote the space of all
polynomials of degree p and lower defined on the reference element Ey. Additionally, let T'; denote
the set of all edges of F; that are either in the interior or at the Dirichlet boundary. Furthermore,

2Throughout this paper, Amin and Amax denote the smallest and largest eigenvalue of a matrix with real eigen-
values respectively.
3Throughout this paper, meas(.) denotes the Lesbesque measure.



let Ty denote the set of all edges of the reference element Ey. Next, define the following bilinear

forms?:
BS)(v,w)Z/E KV (vo Fy)-V (wo F;), By (v,w) = B Vv-Vu,
7 0
P = 2 | FoRl o], Bl u) =2 JERE!

for all v,w € Vj and ¢ = 1, ..., N. Using this notation, we now have the following result:

Lemma 3.2 The bilinear forms above satisfy the following relations:

BY (w,w) < h>*BY (w,w) < BY (w, w), Y € Vp, Vi=1,..,N. (18)
0 < h274BW (w, w) < BO (w,w), Yw € W, Vi=1,..,N (19)

To show this result, we use the mesh properties (2) and (3), and the assumption that the dif-
fusion coefficient and the penalty parameter are bounded above and below by positive constants
(independent of k). We discuss the proof in four parts hereafter.

PROOF (OF (18) IN LEMMA 3.2) Because the diffusion coefficient K is bounded below and above by positive

constants (independent of h), we may write (all displayed relations below are for all w € Vy and for all
i=1,..,N):

/ V(wo F;) -V (wo Fy) SBS(;)(’U),’U)) 5/ V(woF;) -V (wo F;). (20)
B; E;
Next, we apply the chain rule, using that the Jacobian of Fj is equal to Gj:
/ V(woFi)-V(woFi):/ ((Gin)oFi) . ((Gin)oFi).
B; E;

A change of variables (from x € E; to F;(x) € Ep) introduces a factor \Gi_1|:

/ V(woF;) -V (wo Fy) = / |G7-_1\(GiV'w) (GiVw) = / (Vw)T |G7._1\GZTG7; Vw.
E; Eo ) Ey —_—

=z,

i

Substitution of this expression into (20) and multiplication with h2=d yields:

/E ()2 (V) SRB ) £ [ (V)T 02 (V)

Application of Lemma 3.1 gives:

Vw-Vw < h27‘iB§(2i)(w7 w) < Vuw - Vw,

Eg Eq
[ —
:BS(70> (w,w) :BS(20> (w,w)
which completes the proof of (18). |

PROOF (OF (19) IN LEMMA 3.2 FOR 1D PROBLEMS) Because the penalty parameter o is bounded below and

above by positive constants (independent of k), and because B(@ is SPSD, it follows that (all displayed relations
below are for all w € Vy and for all i = 1,...,N):

h2—d

0 < h2=4B% (w,w) < /
< (w,w) < Z ;

2—
]
ecl; 7 ¢ €

[wo Fj] - [wo Fj]. (21)

For one-dimensional problems, the integral over an edge e should be interpreted as the evaluation of the
integrand. Furthermore, he denotes the size of the largest mesh element adjacent to e, so regularity (3) implies
that % <1 for all e. Hence, we may write (for d = 1):

0 < hBY (w,w) $ 3 [wo Fi(e)] - wo Fie)].
ecl’;

4Here, the trace operators are defined as before by extending the function to be zero outside Fo and E;.



Finally, observe that, for all e € T';, the transformed edge value Fj(e) =: eg € I'g. Different e € I'; yield different
eo € I'o, although not all eg € I'g are reached in the presence of Neumann boundary conditions. Nevertheless,
we may write:

0 <aBY (w,w) < D7 [wleo)] - [w(eo)] -

eg€lg

=B (w,w)

This completes the proof of (19) for one-dimensional problems. |

PROOF (OF (19) IN LEMMA 3.2 FOR 2D PROBLEMS) Similar to the one-dimensional case, we have (21). For two-
dimensional problems, the edges e are line segments and he = meas(e), i.e. the length of e. Hence, for all e
there exists an invertible affine mapping re : [0,1] — e. By definition of the line integral over e, we may now
rewrite (21) as (using d = 2):

0< B ww < Y - /woFon(t)} [wo Fy o re(t)] [rb| dt
eel’;

Because r¢(t) is affine, its derivative 7. is a constant and:

1
|r’5\:/ |r’5\dt:/1de:meas(e):h6.
0 e

Hence:
0 < B (w,w) < Z/ [wo Fyore(t)] - [wo Fyore(t)] d
eel’;

Next, consider a single e € I';: note that F; o r([0,1]) = Fi(e) =: eg C dEp, and define the invertible affine
mapping e, := F; ore. As above, we have that |r; | = meas(eo). By definition of the line integral over eo, we
may now write (using that meas(eg) does not depend on h):

! 1
/O [wo Fyore(t)] - [wo Fy ore(t)] dt:m/eo [w}.[w]gfeo [w]

Next, we apply this strategy for all e € T';, which yield different (disjunct) eg C 9Ep, although the entire
boundary of Eg is not reached in the presence of Neumann boundary conditions. Combining the results, we
may write (after possible repartitioning of the edges eg):

O<B()ww Z/[w]

eg€lg

=B (w,w)

This completes the proof of (19) for two-dimensional problems (d = 2). |

PROOF (OF (19) IN LEMMA 3.2 FOR 3D PROBLEMS) The proof is similar to the two-dimensional case, except
that we are now dealing with surface integrals rather than line integrals. Similar the one-dimensional case, we
have (21). For three-dimensional problems, the faces e are polygons and he = /meas(e), i.e. the square root
of the surface area of e. Because all faces are mutually affine-equivalent (2), for all e, there exists an invertible
affine mapping r. : D — e for some polygon D C R? (independent of h). By definition of the surface integral
over e, we may rewrite (21) as (using d = 3):

—1 (%) Ore 87‘5

0<h 1B (w,w) < S /[woFore(uU)] [woForeuv]'
eecl’; hhe o

du dw.

Because re(u,v) is affine, it follows that its derivatives % and % are constant, and:

or _or| 1 / ar  Or
~ meas(D) Jp

ou  Ov ou  Ov
0< h_lBgi)(w,w) < 6;» #ES(D) /D [wo Fjore(u,v)] - [wo F;ore(u,v)] dudv

1 2
dudv = 7/1 e= meas(e) = he ,
meas(D) J. meas(D)  meas(D)

Hence:

Because e can be contained in a circle with diameter h, it follows that meas(e) < h2, hence hf <1

i 1
0< h*lBg)(w,w) < E W/ [wo Fjore(u,v)| - [wo F;ore(u,v)] dudv
meas D
eecl’;



Next, consider a single e € I';: note that F; o ro(D) = Fj(e) =: eg C 0Fp, and define the invertible affine
Irey « Orey | _ meas(eg)
ou Ov |~ meas(D) "
over ep, we may now write (using that meas(eg) does not depend on h):

1 1
/ [wo Fjore(u,v)] - [wo F;ore(u,v)] dudv = ———— / [w] - [w] < / [w] - [w].
JD mea. eg Jeg

meas(D) s(eo) Je

mapping re, := Fj; ore. As above, we have that ‘ By definition of the surface integral

Next, we apply this strategy for all e € T';, which yield different (disjunct) eg C 9Ep, although the entire
boundary of Eg is not reached in the presence of Neumann boundary conditions. Combining the results, we
may write (after possible repartitioning of the edges eg):

0< hilep(w,w) < Z / [w] - [w] .

€
eo€lo

=B (w,w)

This completes the proof of (19) for three-dimensional problems (d = 3). |

3.3 Final auxiliary result: regularity on the diagonal of A

Using the intermediate results in the previous sections, we can now show the final result of this
section, which roughly states that the diagonal blocks of A all behave in a similar manner in
the space orthogonal to the coarse space. To state this result, we require the following notation:
suppose that Aq results from the bilinear form h?~¢Bgq in the same way that A results from the
bilinear form B: this is established by substituting Ag for A and h?2~?Bq for B in (8) and (9).
Similarly, suppose that the matrices A, and A, result from the bilinear forms h>~¢B,, and h*~¢B,
respectively. Altogether, we may write: A = h?"2(Aq + A, + A,). Finally, let D, be the result
of extracting the diagonal blocks of size m x m from A,. Using this notation, we now have the
following result:

Theorem 3.3 The matrices Aq and D, above satisfy the following relations:

viv <vT Agv, Vv € Range(] — 7y), (22)
vIiAgv <vlv, Vv € R™V, (23)
0<vID,v <vlv, Vv € R™Y, (24)

To show this result, we use the mesh properties (2) and (3), and the assumption that the dif-
fusion coefficient and the penalty parameter are bounded above and below by positive constants
(independent of h).

The main idea is to observe that Aq is an N x N block diagonal matrix with blocks of size
m X m, where the first row and column in every diagonal block is zero: this follows from the fact
that Bo(¢i, gj )) = 0 for i # j, and that the gradient of a piecewise constant basis function is
zero. Altogether, Aq is of the following form:

0o ]
0 A}
0 0
0 O
i 0 AG" ]

As a consequence, we can treat the diagonal blocks individually using Lemma 3.2, and then
combine the results (a similar strategy is used for the block diagonal D,).



To show (22), we also use the nature of 7; = RT R, which is the projection operator onto the
coarse space Range(RT) that yields the best approximation in the 2-norm. As a result, the space
Range(I — ) is orthogonal to Range(RT), where the latter corresponds to the piecewise constant
basis functions. In particular, any v € Range(I — 7y) is of the form:

0

VN

Using these ideas, we can now show Theorem 3.3:

PROOF (OF THEOREM 3.3) Let Ag’) denote the result of deleting the first row and column in the i*" diagonal
block in Ag, as indicated in (25). In other words:
AU)) — p2-dg) ,(0) ,(0) ;
( Q)1 k1 v o (P75 0,)

for all k,¢ = 2,...,m. Next, observe that Bé;)) is independent of h and symmetric. Furthermore, for all higher-

order polynomials v € span{(f)g)), SP} \ {0}, the gradient of v is nonzero, which implies that Bé?) (v,v) > 0.

In other words, Bgn is even positive-definite for the subspace under consideration. As a consequence, applying
Lemma 3.2, we obtain a result similar to (22), but then for the individual diagonal blocks:

wlw < WTAS<;>W, vw e R Vi=1,..,N.
Using the notation in (26), this relations hold in particular for w = v;, for all ¢ = 1, ..., N. Summing over all ¢
then yields:
N N _
Zv?vi ng?A§;>vi, Vv € Range(l — 7y),
i=1 i=1

Using the notation in (26), this can be rewritten as (22), which then completes its proof. The relations (23) and
(24) follow in a similar manner from Lemma 3.2 (without deleting the first row and column in each diagonal
block). |

4 Main result: scalability of both two-level methods

Using the auxiliary result obtained in the previous section, we can now show the main result of
this paper: both two-level methods yield scalable convergence of the preconditioned CG method
(independent of the mesh element diameter). This result is stated in Theorem 4.3 in Section 4.3.
To show this result, we require two intermediate results, which are discussed in Section 4.1 and
Section 4.2 respectively. Finally, Section 4.4 considers the special case of block Jacobi smoothing.

4.1 Intermediate result I: using the error iteration matrix

The first intermediate result bounds the condition number of the preconditioned system in terms
of the eigenvalues of the so-called error iteration matrix. The following result holds for arbitrary
SPD matrices A and P:

Lemma 4.1 Suppose that A and P are SPD, and define E = I — P~*A. Then, the condition
number kg (in the 2-norm) of P~ A can be bounded as follows (with Amin(E) < Amax(E) < 1):

1 — Amin(F)

-1 < ——mFF.
KQ(P A) o 1 - Amax(EJ)

(27)
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To show this result, we make use of the following implication for positive constants ¢; and ¢y [22,
p. 50]%:

A< P <A = Ka(PTA) < 2—2 (28)
1

1 1 1 1
PRrOOF (OF LEMMA 4.1) First, observe that E has the same spectrum as A2 EA~2 = [— A2 P~1 A% and that
the latter is symmetric. Hence (cf. [16, p. 25]):

1 _1 1 1 1
xTA2EA™2X yi=A" 2x (Azy)T Az Ey vyl AEy
Amax(F) = max ——— = max T T = max .
x#0 xTx y#0 (AEy)T(A§y) y#0 yT Ay
T
.y Aby
Amin(E) = ... = min =
y#0 yT Ay
As a consequence, we may write:
Amin(B)y T Ay < yT AEy < Amax(E)y” Ay, Vy #0
E:=1-P"'A _
= )\min(E)yTAy < yT(A — AP lA)y < )\max(E)yTAY> Yy 3& 0
subtract y A —
o rde}y Y (Amin(E) - 1)yTAy < 7yTAP 1Ay < (Amax(E) - 1)yTAY> Yy 3& 0
fimes —1 _
e (1= Amin(E)y" Ay > yTAP™ Ay > (1 — Amax(E))y™ Ay, Yy #0
=4 (1 = AminE)WIA W > wT P lw > (1 — Amax(E))WT A~ w,  Vw #£0
. 3¢ 1 1
(it e :538’ 471 —  vTAv<vTPv< — = VT Ay, Vv # 0.
1— >\mi11(E) 1-— )\max(E)
Implication (28) now yields (27), which completes the proof. |

4.2 Intermediate result II: spectral bounds for the error iteration ma-
trix
The second intermediate result concerns bounds for the eigenvalues of both two-level error iteration

matrices. These bounds are obtained for any SPD matrix A, so the results below are not restricted
to SIPG matrices. To specify the bounds, for any SPD matrix M, define

I — 2
Koy o= sup 1= manVIs
v#0 ||V||A

Using this notation, the spectrum of the error iteration matrix Eprec = I — Pj;4.A can be bounded
as follows (with K37 > 1):
prec

1
0 S Amin(l;]prec) S )\max(Eprec) S 11— —-. (29)

Mprec

This result for the two-level preconditioner follows as a special case from [7] (also cf. [22, p.
70-73]), and relies on the fact that Myye is nonsingular, and that Myee + ML . — A is SPD. In
this section, we use a modified strategy to obtain similar spectral bounds for the deflation variant
Eaen = I — Pl A:

Lemma 4.2 The spectrum of the error iteration matriz Eqeq above can be bounded as follows
(with KQMdeﬂ 2 1),’

1

_— . 30
KQMdefl ( )

-1 S )\min(Edeﬂ) S )\max(Edeﬂ) S 1-—-

5Throughout this paper, for symmetrical matrices Mi, Ma € R™ ™ we write M; < M> to indicate that
vI'Miv < vT Mav for all vectors v € R™; the notation >, <, and > is used similarly.
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To show this result, we use that Myeq and 2Myeq — A are SPD. Furthermore, we apply the following
ideas: define 74 := A2QA?, and, for any SPD matrix M, set O := (I—74)(I—Az M 1Az)(I—
7). Because QAQ = @ [20, p. 1730], it can be verified that 74 = 7% is a symmetric projection.
Furthermore, Egeq has the same spectrum as Oy, [20, p. 1730], so we can analyze ©,_, instead.
At the same time, for any SPD matrix M:

M>A -~ Ama(Og) < 1— —— K> 1. (31)
Ky

This follows from [7] (also cf. [22, p. 71-73]). Altogether, Lemma 4.2 can now be shown as follows:

PROOF Because 74 is a symmetric projection, for any SPD matrices M; and M2, it can be shown that

My < Mo = @]\,{1 < @1\12. (32)
This can be seen as follows:
M < Mo,
, [11, p. 398, 471] L
M > My,
11,1 1oq 1
A2 M Az > A2 My Az,
11,1 1 —1 4,1
I—A2M A2 < I—A2M, Az,
Onr, < On,-

Next, note that the assumption 2My.g — A > 0 implies that Mgeg > %A. Using (32), we then obtain

OMyep = O1y = —(I - 7). Since T4 is a projection, all eigenvalues of (I — 74)2 = I — 74 are in {0, 1}.
: 2

Hence, Amin(Onry.p) = —1. At the same time, it follows from (32) that © s, < O2nr,.,,- Applying (31) (using

the assumption 2Mgeq — A > 0 once more) then implies that Amax(Onry,;) < Amax(O2nry,,) < 1 — OTY I
’ ’ Myef)

Combining these two spectral bounds for ©ys, ,, and recalling that E4eq has the same spectrum as Oy
we arrive at (30), which then completes the proof.

defl?

4.3 Final main result: scalability of both two-level methods

Using the intermediate results in the previous sections, we can now show the main result of this
paper: that both two-level methods yield scalable convergence of the CG method (independent
of the mesh element diameter). This result has been shown by Dobrev et al. [6] for the precon-
ditioning variant for p = 1. In this section, we use a similar strategy to extend these results for
p > 1 and for the deflation variant.

Theorem 4.3 (Main result) Both two-level methods yield scalable CG convergence in the
sense that the condition number ko (in the 2-norm) of the preconditioned system can be bounded
independently of the maximum mesh element diameter h:

ra(Po L A) <1, Ko(PrpA) S 1. (33)

prec

To show this result, we use coercivity (6), the mesh properties (2) and (3), and the assumption
that the diffusion coefficient and the penalty parameter are bounded above and below by positive
constants (independent of h). Regarding the smoothers, we use that M. is nonsingular, and that
Mgefi, 2Mgeq — A, and Mprec + MpTreC — A are SPD. Furthermore, we use the additional smoother
requirements (14) and (15). It will be demonstrated in the next section that all of these smoother
requirements are satisfied for (damped) block Jacobi smoothing.
The main idea is to combine Lemma 4.1, (29) and Lemma 4.2 to obtain:
KQ(P71 A) < K Iig(Pd_efl]A) < 2K2Mdef1' (34)

prec Mprec’
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The proof is then completed by showing that K7 , Kanq < 1, for any smoother that satisfies
prec

the criteria above. This is established using the auxiliary result Theorem 3.3, and coercivity (6)
in matrix form:

RI2VT (Aq + Ay) v SvT Av, Vv € RV™, (35)

Altogether, Theorem 4.3 can now be shown as follows.

PROOF (OF THEOREM 4.3) First, we will show that K— < 1 (the proof that Koy,

Mo < 1 is similar). For

defl ~

ease of notation, we will write M for Mpmc. The main 1(1ed is to show that ||(/ [[v]|a for all

vl <
WA,{)VHM ~
v: because m; is a projection onto the coarse space Range(RT) that yields the best approximation in the

M- norm, we can replace m5; by the suboptimal projection 7;:

d—
I =, )vui, < =7Vl = R = 7V, v e RN,
Next, we apply the assumption on the smoother in (14):
I = 75Vl S = v, v e RN,
Theorem 3.3 now gives (using (22)):
2 d—2 2 N
I = VI ShO2 N = mr)vlag, v € RN
Because B, is SPSD, it follows that A, is SPSD. Hence:
2 d—2 2 N
1 = VI ShE2 N = )V 4, W € RN
Next, we use coercivity (35):
Nm
1T = mg VI S = mr)vIl, v e RN™.
Finally, because 7y is a projection:
Nm
I = m vl S VI3 v e RN
Substitution of this relation into the definition of K7 vields:
1T — )l
K37 = sup 72 <1,
v#£0 V1%
A similar strategy, using (15) instead of (14), yields Kans, ,, < 1. Substitution of KM KQ]\,jdcﬂ <1 into
(34) now yields (33), which completes the proof of Theorem 4.3. |

4.4 Special case: block Jacobi smoothing

This section demonstrates that Theorem 4.3 is valid for (damped) block Jacobi smoothing. To
specify this result, suppose that Mpj is the block Jacobi smoother with blocks of size m x m. Next,
consider the specific choices Mprec, Mdea = w1 Mgy with damping parameter w > 0 (independent
of h). We assume that w < 1, with w < 1 strictly for the preconditioning variant. Furthermore,
we assume that the mesh can be colored by two colors, i.e. that the mesh can be represented by
a graph whose vertices can be colored such that connected vertices do not have the same color.
This is the case e.g. for structured rectangular meshes. Alternatively, we could assume that
the damping parameter w is sufficiently small. We do not discuss this latter alternative strategy
further. Altogether, all smoother requirements for Theorem 4.3 are satisfied for (damped) block
Jacobi smoothing:

Corollary 4.4 Suppose that the mesh can be colored by two colors. Then, Theorem 4.3 applies
for the damped block Jacobi smoothers Mprec and Myea above, i.e. both two-level methods yield
scalable CG convergence in the sense that the condition number ko (in the 2-norm) of the
preconditioned system can be bounded independently of the mazimum mesh element diameter
h:

k2(PrrecAd) S ka(PigA) S

prec

13



This result follows immediately from Theorem 4.3 once we have verified that the conditions (10),
(13), (14), and (15) are satisfied for the (SPD) damped block Jacobi smoothers under consideration.
In other words, writing M := w™' Mgy, we need to show:

IM — A >0, (36)
NI My <vTv, Vv € Range(I — 7p), (37)
Bh2=4dyT M <vTv, Vv € Range(! — 7p), (38)

for all w < 1, with w < 1 strictly for (38). We treat each relation separately.

To show (36), the main idea is to observe that 2Mpj — A is the same as A, except that the off-
diagonal blocks have an additional minus sign. Using this property, the proof of (36) is completed
using that the mesh can be colored by two colors:

PROOF (OF (36)) Choose arbitrary v € RN™  and write
Vi
v = o, with vi,...,vy € R™.
v

Without loss of generality, we may assume that w = 1. In that case, 2M — A is the same as A, except that the
off-diagonal blocks have an additional minus sign. Hence, we may write:

N N
VT(QM — A)V = Z VZTAM,VZ' — Z ZV?AijVj»
i=1 i=1 j#i
Next, suppose that W C {1,2,..., N} is the collection of indices corresponding to one of the two colors with

which the mesh can be colored. Define the complement WC = {1,2,..., N} \ W, i.e. the collection of indices
corresponding to the second color. Because W U WS = {1,2,..., N}, we may write:

N

vI(2M — A)yv = ZVZTAM,W - Z ZVZTAUV]' - Z Zv?Ai]'vj'

i=1 i€EW j#i i€eWC j#i

Because A;; = 0 if i # j are either both in W or both in WE, it follows that:

N
vT(QM' — Ay = ZV?AV:V:VV: - Z Z VzTAvijVj - Z Z VZTA"?J'VJ"
i=1 iEW jewC\{i} iew< jeW\{i}
Next, define:
w1
W .
w = 2 e RV™, w; = v forj'EW,C

: Vi, for j € W©&.

WN

Substitution yields:
N
VT(QJW — A)V = ZwlTAszW + Z Z W;TAI']'W]' + Z Z W;TAijo.
i=1 €W jewC\{i} deWC jeW\{i}
As before, we can use that WU WY = {1,2,..., N}, and that A;; =0if i # j are either both in W or both in
we:
N N
VT(2]\J — A)V = ZW,TA,,W, + Z ZW,TAZ]WJ = WTAW.
i=1 i=1 j#i

And because A is SPD, it now follows that 2M — A is SPD. This completes the proof of (36). |

To show (37), the main idea is to use Theorem 3.3 and the following property (cf. [6, p. 760] and
12, p. 4]):

0 < B(v,v) < Bq(v,v) + B, (v,v), vv € RVN™, (39)

14



PROOF (OF (37)) Without loss of generality, we may assume that w = 1. Next, recall the notation introduced
in the beginning of Section 3.3. Additionally, similar to Dy, let D, be the result of extracting the diagonal
blocks of size m x m from A,. Using this notation, and the fact that Aq is a block diagonal matrix with blocks
of size m X m, we may write:

h2=eM = Aq + Dy + D,

Next, we write (39) in matrix form:

0<vliav <vT (hd*‘ZAQ + hd*zAU) v, Vv € RN™,
Because this relation is also true when considering the diagonal blocks only, we may write:
2= IvTMv <v(Aq + Do)v, Vv € RN™,
Application of Theorem 3.3 now yields (37), which completes the proof. | |

To show (38), we combine the previous results (36) and (37):

PROOF (OF (38)) Using (36), and the fact that w < 1 strictly, it can be shown that

— 1

M< - M. (40)

2(1 —w)

This can be seen as follows:

2wM — A > 0,

OM — A= (2—2w)M +2wM — A > (2 — 2w)M,
—_———
>0
(11, p. 398, 471] 1
(20 — 4)~1 < SEENNVES
2(1 —w)
1
M@2M — A~ M < — M.
N — 2(1 —w)
=M
Combining this relation with (37), it now follows that
2—a 177, 49 1 2md T rpo D
=W 'Mv < ———h*" % Mv < vy, Vv € Range(I — 7y).
2(1 —w)

This completes the proof of (38). |

5 Numerical results

The previous section demonstrated theoretically that both two-level methods yield scalable con-
vergence of the CG method. In this section, we extend the numerical support in [19] for this result
by studying two test problems with strong variations in the coefficients.

Test cases We consider two diffusion problems of the form (1) on the domain [0, 1]?, as illus-
trated in Figure 1 (if we subdivide the domain into 10 x 10 equally sized squares, the diffusion
coefficient is constant within each square). The first problem is a bubbly flow problem with large
jumps in the coefficients, inspired by [20]. The second problem involves homogeneous Neumann
boundary conditions (indicated by the black lines in Figure 1). For both problems, the Dirich-
let boundary conditions and the source term f are chosen such that the exact solution reads
u(z,y) = cos(10mx) cos(10my). We stress that this choice does not impact the matrix or the
performance of the linear solver, as we use random start vectors (see below).

Experimental setup All model problems are discretized by means of the SIPG method as
discussed in Section 2.1. The penalty parameter is chosen diffusion-dependent, o = 20K (using
the largest trace value of K at the discontinuities), as motivated by [19]. The difference with a
constant penalty parameter is discussed at the end of this section. Furthermore, we use a uniform
Cartesian mesh with N = n x n elements with n = 40, 80, 160, 320, and monomial basis functions
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K=1

Bubbly flow Neumann BCs

Figure 1: Illustration of the test cases

with polynomial degree p = 2,3 (results for p = 1 are similar though). As a result, the largest
problems have over 10° degrees of freedom.

The resulting linear systems are solved by means of the preconditioned CG method, combined
with either the two-level preconditioner or the corresponding ADEF2 deflation variant, as discussed
in Section 2.2. Furthermore, we use (damped) block Jacobi smoothing (cf. Section 4.4). For the
damping parameter we consider w = 1 for the deflation variant, and both w = 1 and w = 0.7
for the preconditioner, as motivated by [19]. Diagonal scaling is applied as a pre-processing step
in all cases, and the same random start vector xg is used for all problems of the same size. For
the stopping criterion we use: ””Tlf””;
Coarse systems, involving the SIPG matrix Ag with polynomial degree p = 0, are solved directly.
However, a more efficient strategy has been studied in [19]. In any case, the coarse matrix A is
quite similar to a central difference matrix, for which very efficient solvers are readily available.

< 1078, where rj, is the residual after the k™ iteration.

Results Table 1 and Table 3 display the results in terms of the number of CG iterations required
for convergence. The corresponding computational times are provided in Table 2 and Table 4. It
can be seen that both two-level methods yield fast and scalable convergence. Without damping,
deflation is the most efficient. When a suitable damping value is known, the preconditioning
variant performs comparable to deflation.

degree p=2 p=3
mesh | N=402 N=802 N=1602 N=320%2 | N=402 N=802 N=160° N=3202
Prec., 2x BJ 41 42 43 44 55 56 57 58
Prec., 2x BJ (w = 0.7) 31 31 32 32 33 34 35 35
Defl., 1x BJ 41 39 40 41 45 45 45 46
Table 1: Bubbly flow: # CG Iterations
degree p=2 p=3
mesh | N=402 N=802 N=1602 N=3202 | N=402 N=802 N=1602 N=3202
Prec., 2x BJ 0.09 0.60 3.07 15.42 0.38 1.75 7.95 36.74
Prec., 2x BJ (w = 0.7) 0.07 0.45 2.30 11.35 0.23 1.07 4.89 22.69
Defl., 1x BJ 0.07 0.45 2.38 12.47 0.21 1.01 4.77 22.39

Table 2: Bubbly flow: CPU time in seconds

Influence of the penalty parameter The results in this section have been established using
a diffusion-dependent penalty parameter ¢ = 20K. A common alternative value is to choose
the penalty parameter constant, e.g. ¢ = 20. Both options have been compared numerically in
[19] for a diffusion problem with five layers where either K = 1 or K = 1073 in each layer. In
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degree p=2 p=3
mesh | N=402 N=802 N=1602 N=3202 | N=402 N=802 N=1602 N=3202

Prec., 2x BJ 45 45 45 45 59 59 60 60
Prec., 2x BJ (w = 0.7) 34 35 36 36 36 37 37 38
Defl., 1x BJ 47 47 47 47 49 49 50 50

Table 3: Neumann BCs: # CG Iterations

degree p=2 p=3
mesh | N=402 N=802 N=1602 N=320%2 | N=40%2 N=802 N=160° N=3202
Prec., 2x BJ 0.10 0.65 3.31 16.01 0.40 1.86 8.53 37.77
Prec., 2x BJ (w = 0.7) 0.08 0.51 2.67 12.97 0.24 1.18 5.33 24.33
Defl., 1x BJ 0.07 0.53 2.82 14.37 0.23 1.09 5.23 24.52

Table 4: Neumann BCs: CPU time in seconds

that reference, it has been found that both two-level methods perform significantly worse for the
constant penalty parameter: up to 150 times more iterations were required for the preconditioning
variant, and up to 18 times more iterations for the deflation variant. Furthermore, the convergence
did not seem scalable for the meshes under consideration (i.e. more iterations for finer meshes for
o = 20).

This does not contradict the theoretical scalability result in this paper: this result implies that
the number of iterations can be bounded independently of the mesh element diameter, not that
the number of iterations is the same for each mesh. In other words, for sufficiently fine meshes, the
scalable convergence should become apparent for the problem above. This hypothesis has been
verified by studying a similar problem with smaller jumps in the coefficients (either K = 1 or
K = 0.5 in each of the five layers). For this ‘reduced’ problem, we observe only a slight increase
in the number of iterations, and the magnitude of this increase reduces with the mesh element
diameter.

Altogether, scalable convergence is obtained for both a constant and a diffusion-dependent
penalty parameter. However, a diffusion-dependent penalty parameter yields significantly faster
results for problems with strong variations in the coefficients.

6 Conclusion

This paper is focused on a two-level preconditioner proposed in [6] and the corresponding BNN
(ADEF2) deflation variant for linear SIPG systems. For both two-level methods, we have found
that the condition number of the preconditioned system can be bounded independently of the
mesh element diameter, implying scalable CG convergence. This result is valid for polynomial
degree p > 1. We have verified that the restrictions on the smoother are satisfied for block Jacobi
smoothing. Numerical experiments with strong variations in the coefficients further support our
main result. Future research could focus on a theoretical comparison of both two-level methods
and on more advanced, larger scale numerical test cases.
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