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Abstract

Thedecentralizedarchitectureof peer-to-peer(P2P) networks solvesmany of the
limitationsof conventionalclient-server networks.Thisdecentralization,however,
createsthe needin P2P �le sharingnetworks to �nd peerswho aredownloading
thesame�le, aproblemwhich is referredto asswarm discovery. In theBitTorrent
�le sharingnetwork, swarmdiscovery is solvedusinga centralserver (a tracker),
which is unreliableandunscalable.
Wehave designedadecentralizedswarmdiscovery protocol,calledLITTLE BIRD.
L ITTLE BIRD is anepidemicprotocolthatexchangesswarminformationbetween
peersthatarecurrentlyor wererecentlymembersof aswarm.A quantitative mea-
sureof the contribution of eachpeeris calculatedto make the protocolef�cient
andsecureagainstpeersthatpollute thesystemwith maliciousinformation. Fur-
thermore,wehave conducteddetailedmeasurementsof theBitTorrentcommunity
' Filelist.org', in orderto studydownloadswarmbehavior andoptimizethedesign
of ourprotocol.Wehave implementedtheLITTLE BIRD protocolasanadditionto
theTribler P2P network.
For theevaluationof LITTLE BIRD, we have createdanexperimentalenvironment
calledCROWDED, which enablesusto conductlarge-scaletrace-basedemulations
of swarmsontheDAS-2supercomputer. Evaluationresultsshow thatourprotocol
scaleswith the swarm size, usesmoderatebandwidthoverhead,and is resilient
againstdenial-of-serviceandpollution attacks.Therefore,LITTLE BIRD enables
secure,scalableandreliableswarmdiscovery.
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Chapter 1

Introduction
It is vain to talk of the interest of the community, without under-

standing what is the interest of the individual.

— JeremyBentham

Peer-to-peer(P2P) networksoffer anew wayof ef�cient communicationandcoop-
erationbetweencomputers.They arescalableandmorereliable,withoutacentral
server thatactsasa bottleneck.Servicesaredistributedover all computersin the
P2P network, insteadof implementedonasinglecomputer, whichcanbecomeun-
responsive or overloaded.P2P networksaremostlyusedfor �le sharing,because
they canmake enormousamountsof contentavailableto many downloaders.File
sharingnetworks canpro�t from a virtual socialcommunityon top of it. A so-
cial communityhelpsto structureand�lter the�le sharingnetwork andstimulate
membersto bemorecooperative. Tribler is a P2P programthatbuildsadistributed
socialcommunityaroundtheBitTorrent�le sharingprotocol.To implementsucha
communityover a P2P network, decentralizedcommunitymanagementis needed.
In this thesis,we will design,implementandevaluateacommunitydiscovery pro-
tocol for theTribler social-based�le sharingnetwork.
Researchfor theTribler projectis conductedin thecontext of theFreeband/I-Share
project[30]. Freebandis aDutchresearchprogramthataimsto developanew gen-
erationof sophisticatedcommunicationtechnology. TheI-Shareprojectfocuseson
multimediadatasharingin virtual communities.
In this introductorychapterwegiveamoredetailedoverview of P2P networksand
virtual communities.In Section1.1 we explain how P2P networkssolve many of
theproblemsof theclassicalclient-server architectureandwe introducethetech-
nological challengesof P2P systems. In Section1.2, we describeBitTorrent, a
popularP2P �le sharingnetwork on which we will focusin our thesis.BitTorrent
supportsfasterdownloadingandhigheravailability of �les throughfair exchange
of �le piecesbetweendownloaders.Tribler, introducedin Section1.3,is a P2P �le
sharingapplicationthataddsmany socialfeaturesto theBitTorrentprotocol. We
will useTribler asa basisfor our softwareby implementingdecentralizedswarm
discovery for it. In Section1.4,wediscussthegrowing importanceof virtual com-
munitiesaround�le sharingnetworks. Thesesocialnetworksgive new incentives
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to usersof �le sharingnetworks to beavailableandcooperative. To createsocial
networks in a P2P architecture,we needdistributedcommunitymanagement,de-
scribedin Section1.5,whichcombinestheadvantagesof P2P andsocialnetworks.
Weconcludewith anoutlineof our thesisin Section1.7.

1.1 Peer-to-peer systems
Theclassicalarchitecturefor computercommunicationovernetworksis theclient-
server architecture(seeFigure1.1a).Theserver is acentralcomputerwhichoffers
servicesto requestingclient computers.All the dataandsoftware arestoredin
a centralizedfashionon the server. The bestknown client-server network is the
world wideweb.
The disadvantageof the client-server architectureis that the maintainerof the
server is responsiblefor most of the neededresourcesof the system. When a
websitebecomesmorepopular, new hardwareandbandwidthhave to beboughtto
handlethegrowing numberof requests.A server computeris alsoa single point
of failure, which meansthatthetotal systembecomesunusablewhentheserver is
unavailable.
In contrastto the client-server architecture,the P2P architecturedistributes re-
sourcesand responsibilitiesover all computersin the system. Thereis no hier-
archyamongstthe computers,hencethe namepeers. All peersplay the role of
bothserver andclient andcommunicateusinga symmetricalprotocolwherethey
both sendandhandlerequests.A typical P2P network is shown in Figure1.1b.
In both networks in Figure1.1, a �le consistingof threepartsis distributedover
theconnectedcomputers.In theclient-server network, theserverbandwidthscales

central
server

(a) (b)

 peer

 peer

 peer

client

client

client
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C
B

A

C
B

A
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C

Figure1.1: The distribution of a �le consistingof threeparts[A,B,C] througha
client-server architecture(a), andthrougha P2P network without a centralserver
(b).
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up with thenumberof clients. In the P2P network, peersactively redistribute the
�le partsandthebandwidthof theinitial distributing peerdoesnot grow with the
popularityof the�le.
Thedistributedarchitectureof P2P systemshasshown to bevery effective against
singlepointsof failure andthe growing needfor resourcesin servers. However,
therearesomeimportantchallengesthathave to beaddressedin orderto realizean
effective P2P network, namelyavailability, incentives, integrity anddistribution.

Availability and incentives Whenthequalityof aservicedependson thenumber
of peersthat areonline andcooperate,their availability becomesvery important.
Thesepeerswill only donatetheir resourcesif they bene�t from it, so thesystem
needsincentives to stimulatepeersto cooperateand punishpeersthat freeride.
Freeridingis the term for taking (much)moreresourcesfrom a P2P systemthan
onedonates.

Integrity Peersin a P2P systemarelessreliablethana centraltrustedserver. So
maintainingintegrity of informationanddatareceived from otherpeersis an im-
portantresearchchallenge.This is closelylinkedto securityin P2P systems;peers
mustbeableto differentiateanattacker from acooperatingpeer.

Distribution The complexity of thesechallengesis increasedbecausethey have
to be implementeddistributedover all peers.Otherwise,P2P systemswould lack
scalabilityand�e xibility. Many problemsthatarereasonablysimpleto solve in a
centralizedwayarehardto solve in adistributedP2P system.

TheP2P architecturecanbeusedfor differentsystems,for instancetheSkypetele-
phony network [79] or for chatserviceslike ICQ [39] or MSN Messenger[56], but
mostpopularare P2P �le sharingnetworks. Figure1.2 shows the percentageof
thetotal Internetbandwidththatis usedfor P2P �le sharingandotherserviceslike
web-browsingandemailover the last14 years.Theenormousgrowth in P2P �le
sharingbandwidthduringthelasteightyearsgivesanindicationof thepopularity
of P2P �le sharingnetworks. ThemostusedP2P �le sharingnetworksareBitTor-
rent [19], FastTrack (client Kazaa[44]), Gnutella[34]/ Kad Network [52] (client
LimeWire [49] or eMule[24]). In this reportwe will focuson theBitTorrentnet-
work.
The absenceof a centralserver in a P2P network protectsit againstcensorship.
Sincecontentis not storedon a singleplace,it cannot be easilylocatedandre-
moved. This ideahasbeendevelopedinto fully anonymous�le sharingnetworks
usinga P2P setup,for instanceFreenet[17] andGNUnet[45]. Also, plug-insare
developedto addan anonymity layer to existing P2P networks, like Tor [22] and
I2P[38]. On thesenetworks,contentcanberetrievedwithout revealingtheowner.
Peersareusedasanonymousproxiesto routethedatato therequester.
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1.2 BitTorrent
TheBitTorrentP2P systemwasdesignedandimplementedby BramCohenin 2003
[20]. It is a P2P �le sharingsystemthatenablesmultiple downloadersof a certain
�le to bene�t from eachother, by exchangingpiecesof the �le (seeFigure1.1b).
This is calledbartering. Barteringmakesexchangeof contentscalable,i.e.,when
contentbecomesmore popular, its availability also increases,becausethereare
more peopleto barterwith. Hencethe peerthat �rst uploadsthe contentonly
needsa constantamountof upload-bandwidth,independentof the popularityof
thecontent.
BitTorrentfocuseson efficient andfair barteringof content.Ef�ciency is guaran-
teedby downloadingmultiplepiecesof thecontentfrom differentpeersin parallel,
andmakingthesepiecesavailableto othersdirectly. Also, theleastavailablepieces
aredownloaded�rst, to guaranteeequalavailability of all pieces.Fairnessis guar-
anteedby barteringusing the tit-for-tat [20] protocol. Tit-for-tat strives for an
honestexchangeof databetweenpeersandahigh sharing-ratio. Thesharing-ratio
of a peeris the total amountof datauploadedto otherpeersdivided by the total
amountof downloadeddata.Protocolsandrulesthatstimulateor obligepeersto
donatetheiruploadresourcesarecalledsharing-ratio enforcement.
Tit-for-tat is designedso that a peeris most loyal to thosepeersthat weremost
loyal to it. Thisgivespeersanincentive to beavailableanddonatebandwidthto the
BitTorrentnetwork. Also, it solvesa partof thefreeridingproblemby stimulating
cooperation[4].

 ’93      ’94      ’95      ’96      ’97      ’98      ’99     ’00      ’01      ’02      ’03      ’04      ’05     ’06
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Figure1.2: The percentageof total Internettraf�c consumedby P2P �le sharing
networksduringthelast14 years.
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TheBitTorrentsystemis built from differentcomponents,somecentralized,some
distributed. Searchingfor contentis donein a centralizedfashionthroughcon-
ventionalwebsites.For eachcontentitem,a �le with meta-datais created,calleda
torrent file. Thetorrent�le containstheaddressof aBitTorrent tracker. Thetracker
is usedto discover theconnectionpropertiesof thegroupof downloadersof this
torrent.Thetotal groupof downloadersof a torrentis calledthedownload swarm.
In a downloadswarmwe distinguishpeersthathave fully completedtheir down-
load, called seeders, and peersthat are still busy downloading,called leechers.
Leecherswill usethetit-for-tat protocolto receive a honestsharing-ratio.Seeders
do not needto downloadanymoredataandwill just increasethe torrent's avail-
ability without expectingreturns.Thediscovery of theswarmmembersis called
swarm discovery. Swarmdiscovery is neededbeforea peercanstartbartering.It
will beexplainedin detail in Chapter2.
Protectionof theintegrity of receivedpiecesbecomesanimportantissue,aspieces
arereceivedfromdifferentanonymouspeers.Contentintegrity isguaranteedthrough
alist of hashvaluesof all �le pieces,whichisstoredin thetorrent�le. All peerstest
their downloadeddataagainstthesehashvaluesbeforethey acceptit. Whenpeers
senderroneous�le pieces,they will automaticallyberemovedandre-downloaded
from morereliablepeers.

1.3 Tribler: social BitTorrent
After yearsof researchon P2P networksandBitTorrentcommunities,theParallel
andDistributedSystemgroupof theFacultyof ElectricalEngineering,Mathemat-
ics,andComputerScienceinitiatedthedesignof anew P2P network namedTribler
[71]. Tribler is basedon theopensourceBitTorrentclient ABC [1] andusesthe
BitTorrentprotocolfor general�le transfer. Tribler addsa growing list of features
to BitTorrent�le sharing,focusedonaddingasocialnetwork andstreamingmedia.
In theTriblernetwork, peersaremadeidenti�able sothatthey arenolongeranony-
mouscomputers,but real people. EachTribler userhasa permanent identifier
(permid),which enablesit to identify otheruserswhenever they comeinto con-
tact. Socialgroupscannow becreated,like personalfriends or userswith similar
downloadtaste.Thesocialnetwork, build from theseusersaroundyou is usedto
provide additionalsocialservices.
Cooperative downloading[33] is asocialfeaturethroughwhichausercanrequest
its friendsto help it downloada �le. With thecombinedbandwidthof its friend,
downloadswill be completedfaster. When peersare helping their friendswith
downloading,they will omit thetit-for-tat protocolof standardBitTorrent. In this
casethesocialfriendshiprelationgivesusersanadditionalincentive to donatetheir
bandwidthto otherusersof thenetwork.
AnotherTribler featureis BuddyCast, a distributedrecommendationandcontent
discovery protocol[64]. BuddyCastis a epidemicor gossipingprotocolin which
all usersexchangepreference lists which representtheir currenttaste. Through
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theexchangeof preferencelists, eachusercan�nd a groupof userswith similar
taste,calledtaste buddies. Thesetastebuddiesareusedfor contentdiscovery and
recommendation.A moredetaileddescriptionof theBuddyCastrecommendation
protocolis givenin Section4.5.1.
Many additionalfeaturesare in developmentin the Tribler project, like friends-
importfrom othersocialnetworks,social-basedsharing-ratioenforcement,�re wall
puncturingandTribler browserintegration.Tribler will alsooffer streamingmedia
over its P2P network [72]. Tribler userswill thenbe ableto broadcastlive video
streamsor video-on-demandto thewholenetwork overa P2P architecture.
During our thesiswork we designedandimplementeda decentralizedswarmdis-
covery solution for the Tribler software. Our swarm discovery implementation
will make theTribler network morescalableby removing its needfor BitTorrent
centralizedtrackers.

1.4 Virtual communities
During thelastdecade,a growing numberof peoplehave foundtheInternetto be
an easyplaceto make contactwith peopleworld wide. The Internethasbecome
so popularthat a part the social life of peopleexists in cyberspaceinsteadof in
physicalspace. The existenceof virtual communities is an exampleof this. A
virtual communityis agroupof peopleontheInternetthatform socialaggregations
basedon commoninterests. This de�nition is so broadthat we candistinguish
differenttypesof virtual communities.
Examplesof communitiesthatarecreatedfor solelysocialpurposesareOrkut[60],
Friendster[31], andHyves[37]. Thesecommunitiesorganizeexisting socialrela-
tionsin anetwork structuresothatpeoplecanbrowsethenetwork andgetin touch
with new friends.Insidethecommunity, memberscanform sub-communitiesand
composetheirown listsof friends.Theseonlinecommunitiesalsohave theinfras-
tructureto chatandexchangecontent.
Apart from purelysocialcommunities,therearemany communitiesthathave ad-
ditional purposes.Examplesof information sharing communitiesareFlickr [29],
wherepeoplecan post and sharephotos,YouTube [78] for video sharing,and
Wikipedia [76], which is an encyclopediawritten collaboratively by contributors
aroundtheworld.
Weareparticularlyinterestedin file sharing communities,whicharecreatedontop
of �le sharingnetworks like theBitTorrentnetwork. They combinesocialcontact
with theexchangeof �les. These�le sharingcommunitiesareaneffective way to
protectthecontentintegrity by postingcommentsanddiscussions.Fake or poor-
quality contentis recognizedby thecommunitymembersandremovedor labeled
asfake. Socialcommunitiescanhenceform acollaborative �lter [75] for �le shar-
ing networks.Furthermore,thesocialrelationsthatarecreatedinsidecommunities
createadditionalincentivesto cooperatewith the�le sharingnetwork. Peopletend
to helpeachothermorewhenpeersareseenasrealpeoplewith similar interests,
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insteadof downloadingcomputers.Tribler's cooperative download feature(dis-
cussedin Section1.3) is anexampleof this.
Examplesof popularBitTorrentcommunitiesareFilelist (seeSection3.3.1),Pi-
ratebay[62], andMininova [53].

1.5 Decentralized community management
Thetechnicalarchitectureof all popularvirtualcommunitiesstill followstheclient-
server model. Information aboutthe membersand their relationsand all other
communitydatais storedandmanagedby acentralserver.
Our vision is thatcommunitiesandP2P �le sharingnetworkscanbothpro�t from
eachother. Using P2P technologyin virtual communitiesmakes themscalable,
cheaper, morefault tolerant,andmoreresilientagainstcensorship.Communities
area valuableadditionto P2P �le sharingnetworks becauseof the collaborative
�ltering andincentive advantages.
In orderto combinethesetwo powerful ideas,weneedscalabledecentralized com-
munity management asa way to managesocialcommunitiesarounda �le sharing
network in a fully decentralizedfashionusingP2P.
Themostimportantfunctionof decentralizedcommunitymanagementis creating
a local view of theactive peersthat form thecommunityaroundyou following a
P2P methodology. This hasmany applications,for instancewhena peerwantsto
retrieve themembersof acertaincommunityor downloadersof asingle�le.
In this thesiswe focuson swarm discovery as part of decentralizedcommunity
management.Swarmdiscovery is thedetectionof activeusersin adownloadgroup
on a P2P �le sharingnetwork. Thenetwork informationof theseusersis needed
to connectto themandstartexchangingcontent. We show that existing swarm
discoverysolutionsarenotfully reliableandscalable.Therefore,wehavedesigned
a secureanddecentralizedswarmdiscovery solution,calledLITTLE BIRD, which
we have implementedin Tribler.
The LITTLE BIRD protocolusesepidemiccommunicationbetweenpeersto dis-
tribute swarm information. Whenswarm informationis gatheredfrom many un-
trustedpeers,the problemof reliability of swarm information is introduced. To
prevent attacksin which peerspollute a swarm with maliciousinformation, we
have createda quantitative measureof thecontribution of peersto theBitTorrent
andLITTLE BIRD protocol.Peersthathavealow valueof thiscontributionmeasure
will beautomaticallyexcludedfrom theprotocol.
Wehaveconducteddetailedmeasurementsof aBitTorrentcommunitycalledFilelist.
We have measuredthebehavior of usersandstatisticsaboutBitTorrentdownload
swarms. Our measurementresultsareusedto optimizeandevaluatethe LITTLE
BIRD protocol.Ourdecentralizedswarmdiscovery protocolhasbeenevaluatedby
large-scaleemulationson a supercomputer. In theseemulations,we reenactedthe
measuredbehavior of all peersin a swarm, usingthe actualTribler applications
with LITTLE BIRD support.Evaluationresultsshow thatwe managedto createa
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scalableandsecureprotocol.

1.6 Contributions
In this thesis,we make thefollowing contributions:

• Westudythebehavior of BitTorrentusersandswarmsin detailusingscraped
datafrom theBitTorrentcommunity'Filelist.org'.

• We presentLITTLE BIRD, a decentralizedswarmdiscovery protocolwith a
focuson securityandscalability.

• WedeveloptheCROWDED emulationtoolkit in orderto carryout large-scale
emulationsof theLITTLE BIRD protocolonasupercomputer.

1.7 Thesis outline
Theremainderof this thesisis organizedasfollows. In Chapter2 theproblemof
swarmdiscovery will bedescribedandexisting solutionsandtheir drawbacksare
given. To get detailedknowledgeabouthow swarmsandtheir membersbehave,
we have carriedout a studyin theBitTorrentcommunity' Filelist.org', presented
in Chapter3. Chapter4 presentsour swarm discovery solution for the Tribler
network, calledL ITTLE BIRD. Also, we discusshow our L ITTLE BIRD protocol
meetsthe designrequirementspresentedin Chapter2. In Chapter5 we evaluate
theLITTLE BIRD protocolfor Tribler in emulationexperimentsbasedon measure-
mentsof the Filelist.org community. We have developedan emulationtoolkit,
called CROWDED, to carry out theselarge scaleemulationson the DAS-2 super
computer. Conclusionsandrecommendationsarepresentedin Chapter6.
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Chapter 2

Problem Definition
I do not seek. I find.

— PabloPicasso

In this chapterwe de�ne the problemthat is the main subjectof this thesis: the
discovery of a swarmin a secureandscalableway. In Section2.1we describethe
problemof swarmdiscovery: �nding peersthataredownloadingthesamecontent.
In Section2.2 we de�ne thedesignrequirementsfor a secureandscalableswarm
discovery solution. In Section2.3,we discussexisting swarmdiscovery solutions
andreview how they meettheserequirements.We concludein Section2.4 that
noneof theexisting solutionscomplieswith therequirements.Therefore,we will
designanew decentralizedswarmdiscovery protocolin Chapter4.

2.1 Swarm discovery

In P2P networks, thereis no centralcomputerwhereall informationandservices
reside.Theinformationandservicesaredistributedover all peersin thenetwork.
In practice,a P2P network is verydynamic,with peersconstantlyjoining andleav-
ing. Peerdiscovery is theproblemof �nding cooperatingpeersin a dynamicP2P
network.
In P2P �le sharingnetworksweareparticularlyinterestedin discoveringpeersthat
aredownloadingthesamecontent.Thesepeersarein thesameBitTorrentdown-
load swarm. Hence,swarm discovery in theBitTorrentnetwork is theproblemof
�nding nearlyeverypeerthatis barteringpiecesof acertain�le.
The informationaboutpeersin a swarm that hasto be found consistsof IP ad-
dressesand listening ports of eachpeer. With thesenetwork addresses,a peer
canstartconnectionsto its swarm fellows. We will refer to a list containingthe
network addressesof the peersin a swarm asa peerlist. After connectingto the
discoveredswarmpeers,thebarteringprocessis initiated,which allows a peerto
startdownloadinganduploadingpiecesof the�le.
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2.2 Design requirements
Below, we de�ne � ve designrequirementsthathave to bemet in a quality swarm
discovery solution. We will usetheserequirementsto review currentswarmdis-
coverysolutionsandasamotivationfor thedesignof ourprotocol.

Bootstrapping Theinitial phasein swarmdiscovery is calledbootstrapping.Dur-
ing the bootstrapprocess,a small numberof initial swarm peersarediscovered
andconnected.Thesubsequentdiscovery of morepeersin theswarmis relatively
easyafterbootstrappingis successfullycompleted,becausetheinitial swarmpeers
canbeusedfor this. Bootstrappingis important,becausewhenit fails,subsequent
discovery of a largerpartof theswarmis impossible.

Whenacentralizedswarmdiscoverysolutionis used,asin theBitTorrentprotocol,
bootstrappingis not necessary. Eachpeerknows thestaticaddressof thecentral
tracker, which is their initial andsubsequentsourceof swarminformation.If peers
however dependon a decentralizedswarm discovery solution, they will always
have to startwith a bootstrapstep. Becauseour goal is to designa scalable,and
thereforedecentralized,swarm discovery solution,bootstrappingis an important
requirement.

Swarm coverage Peersneedto know enoughotherpeersin thedownloadswarm
to be able to usethe BitTorrent protocol ef�ciently. We will call the subsetof
the downloadswarm that a peerknows its swarm coverage. The goal of swarm
discovery is to maximizetheswarmcoverageof peers,but in biggerswarmsit is
notnecessaryto havefull swarmcoverage.As longasapeerknowsenoughswarm
membersto have all piecesof thecontentavailableto it, it canbarterwithout the
limitation of contentunavailability.

When swarm coverageis too small, a swarm can becomepoorly connected,or
evenpartitioned.Thepartitioningof a swarmresultsin two disjoint subsetsof the
swarmin whichno peerknows any of thepeersin theothersubset.Partitioningis
morelikely if theswarmknowledgeof thepeersis not randomenough,i.e., if the
swarmgraphis notarandomlyconnectedgraph.Theformationof localknowledge
(cliques)andthe constantstreamof peersjoining andleaving the swarm, might
breakup theswarmin separateparts.

Scalability and load balancing Scalabilityandloadbalancingareimportantfac-
tors in thedesignof a swarmdiscovery solution.For swarmdiscovery to bescal-
able,theoverheadfor eachpeerhasto beminimalandonly hasto grow slowly with
thenumberof simultaneousdownloadsor sizeof thedownloadswarms.Overhead
shouldbe evenly divided over all peersin a download swarm (load balancing).
For swarmdiscovery, theoverheadconsistsof bandwidth,CPU usageandstorage
space.Bandwidthis the resourcethat is mostscarce.In reality, somepeerswill
donatemorebandwidthto a P2P network thanothers,but they shouldhave the
possibilityto in�uence this individually.
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Incentive to cooperate Whenswarm discovery is distributed over a network of
peers,they needto donateresources(mostlybandwidth)to helpotherswith their
discovery process.If peershave no naturalincentivesfor this donation,they tend
to behave like rationalagents,whichonly follow protocolif it will maximizetheir
utility [69]. Thislackof anincentivesmechanismhasleadto many freeridingpeers
in theGnutellanetwork. Measurementsshow thatonly 1% of theGnutellapeers
handleshalf of the�le requests,and70%of all peersdo notshareany �les [3].

Therehasbeenmuchwork on providing incentives for cooperationin P2P net-
works. BitTorrentusesthe tit-for-tat protocol (explainedin Section1.2) to give
peersanincentive for fair bartering.Otherresearchfocuseson reputationsystems
[57, 42, 2] or systemsin whichcooperative peersarerewardedby thereceptionof
credits[35, 74]. Feldmanet al. [27] take a game-theoreticapproachto incentive
techniquesfor P2P networks.They useamodelin whichall peerssaveasharedhis-
tory storedover a distributedinfrastructure.For a successfuldecentralizedswarm
discoveryprotocol,similar incentivesarenecessaryto stimulatepeersto cooperate
andcreatea reliablesystem.

Integrity and security Integrity andsecurityof a P2P network areimportantis-
suesto considerwhendecentralizingswarmdiscovery. Whena centraltracker is
used,peopletrust this third party by nameandaresurethat the server will give
genuinepeeraddressesasa result. In caseof decentralizedswarmdiscovery, the
responsibilityof deliveringa reliableservicelies in thehandsof every peer. Each
queryresultcouldbeanattackof a maliciouspeer. We will focuson two typesof
attackswhichcouldharma P2P �le sharingnetwork, namelypollution attacks and
distributed Denial of Service (dDoS)attacks.

In apollutionattack,agroupof peerstriesto reducethequalityof aP2P �le sharing
network by poisoningit with fake contentor information. It hasbeenreported
that themusicindustryusesthis kind of attackto �ght piracy in P2P �le sharing
networks[59, 16, 48].

In caseof swarm discovery, a pollution attackwould try to disablea download
swarmby spreadingasmucherroneouspeerlistsaspossible.Theinjectionof non-
existentnetwork addressesin theswarmwill pollutethepeers'knowledge,sothat
they cannotconnectto eachotheranymoreandthecontentbecomesunavailable.

Insteadof trying to polluteadownloadswarm,attackerscanalsotry to exploit it for
a dDoSattack.In a dDoSattack,anattacker triesto shutdown avictim's network
serviceby letting multiple computerssendmany uselessnetwork packagesto its
address(seeFigure2.1).David Mooreetal. show thatdDoSattacksareacommon
threaton the Internet[55] andgive detailedmeasurementsof over 68,000dDoS
attacks. Many publicationson counteractsshow that dDoSattacksare indeeda
realisticthreat[43, 14, 77].

In the caseof swarm discovery, an attacker could sendthe IP addressof a vic-
tim's webserver in a peerlistto many peers,statingthat this peeris active in the
downloadswarm. Thepeersthatreceive this IP addresscouldall try to connectto
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this addressandthereby�ood it with network packages.We will describedDoS
exploits relatedto distributedhashtablesin Section2.3.3.

2.3 Current solutions
In this sectionwe will describefour currently usedswarm discovery solutions,
namelya centralized tracker, multiple trackers, distributed hash tables, andpeer
exchange. For eachsolutionwe discussto whatextentthey meettherequirements
mentionedin Section2.2.

2.3.1 Centralized tracker
Thedecentralizeddesignof P2P systemsis oneof theirmajoradvantages.It makes
theBitTorrentsystem�e xible, scalableandreliable.TheBitTorrenttracker is one
of the partsof the systemthat still hasa centralizeddesignusinga client-server
architecture.
Peerssendswarmdiscovery requeststo a BitTorrenttracker usingtheHTTP pro-
tocol. Thetracker repliesby sendinga peerlistwith swarminformation.No boot-
strappingis needed,becauseall peersin theswarmcanreadthestatictracker ad-
dressfrom thetorrent�le.
Theclient-server architectureof theBitTorrenttracker makesits bandwidthgrow
linear with the amountof peersand is thereforean unscalableswarm discovery
solution. Bram Cohen,the inventorof BitTorrent,recognizesthat the BitTorrent
tracker is indeedabottleneckof thesystem[20]. Currently, it is alreadynoticeable
thattrackershave longresponsedelaysandpeersoftenhave to domultiple tracker

                                                             
 

                                                                                                                                       

attacker

victim
server

BitTorrent Swarm

fake
peerlists

connection attempts
cause denial of service

Figure2.1: An attacker can�ood a swarmwith the single IP addressof a victim
computer. If thereceiving peerstrust theattacker, they will connectto thevictim
andcauseadDoSattack.
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requestsdueto time-outs.Whenthenumberof BitTorrentuserswill grow in the
futurethisproblemwill evengrow in suchawaythatbuilding areliablecentralized
tracker will beundoableor at leastveryexpensive.
A centralizedtracker is alsoasinglepointof failurein theBitTorrentsystem.This
meansthatits failurewill causeaninterruptionof theBitTorrentserviceof enabling
peopleto join andusedownloadswarms.While theP2P architectureof BitTorrent
givesareliabledownloadenvironmentthroughthousandsof usersgoingonlineand
of�ine at eachmoment,a irresponsive tracker immediatelymakes it impossible
for new peersto join a downloadswarm. The BitTorrentmeasurementstudyof
Pouwelseetal. [63] alsoconcludesthatcentralcomponentsof BitTorrentresultin
anincreasedrisk of systemunavailability.
Thelack of reliability andscalabilityof centraltrackersundera high requestload
areshown in Table2.1.Wehavemeasuredtheresponsetimesof thePiratebay[62]
tracker after requestingpeersfor threetorrents,every 20 minutesfor a day. Half
of our requestsremainedunanswered(weusedasocket time-outof onehour).For
theotherrequests,it took thetracker 2 to 3 minutesto respond.

Torrent�le Successfulresponses(%) Averageresponsetime(s)
Torrent1 51.6 211.7
Torrent2 52.3 139.7
Torrent3 52.3 191.7

Table2.1: Theresponserateandaverageresponsetimeof thePiratebayBitTorrent
tracker.

The currentcentralizedBitTorrent tracker doesnot meetour most importantre-
quirement,namelyto be scalableand to have a balancedbandwidthusage. All
bandwidththatis usedfor swarmdiscoveryhasto bedonatedby thecentraltracker,
which formsabottleneckto theBitTorrentsystem.
A �nal disadvantageof thecurrentcentralizedtrackersin the�eld of securityand
integrity is that they arean easytarget for an attackat the BitTorrentsystem.A
singledDoSattackcanstopatracker, leaving all downloadingpeerswithoutmeans
to discover eachotherandto continuetheirdownloads.
Theclient-server architectureof centralizedtrackersmakesit relatively simpleto
addextra functionality besidespeerdiscovery. Trackers often have a featureto
givestatisticsaboutthedownloadingpeers.More importantly, BitTorrentcommu-
nitieswith restrictedaccessusetheir trackersto enforceamorestrict sharing-ratio
enforcement.For theFilelist.org community, this is explainedin Section3.3.1.

2.3.2 Multiple trackers
In additionto thesingleBitTorrenttracker explainedin Section2.3.1,theBitTor-
rentprotocolhasbeenmodi�ed to createthepossibilityof having multiple tracker
addressesin a torrent-�le [9]. If the �rst tracker in the list respondsto requests,
communicationbetweenpeersandthe tracker will benormal. Whentheprimary
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tracker isdown or hasalongresponsetime,clientswill try thenext tracker from the
list until a working tracker is foundor thelist is exhausted.This additiondoesnot
solveany of theproblemsconcerningthelackof scalabilityof centralizedtrackers,
it merelyincreasesits reliability by a constantfactorat thecostof moretrackers.
It does,however, offer someextra �e xibility for torrentsthatareavailablethrough
multiple trackers.

2.3.3 Distributed hash tables

A populardecentralizedapproachto swarmdiscovery usesdistributedhashtables
(DHTs). A DHT is adistributeddatabasedividedoveranetwork of computers,re-
ferredto asnodes. All nodescanstore(key, value)-pairsontheDHT andlater�nd
valuesby searchingfor keys. Storeandsearchactionsareperformedby �nding the
noderesponsiblefor thesearchkey andthensendingit a STORE or FIND VALUE
command.Theresponsiblenodeis thenodeclosestto thesearchkey, with a cer-
tain quantitative measureof distance.The responsiblenodeis found by sending
requeststo nodescloserandcloserto thesearchkey. A requestednodewill either
returntheaddressof a nodecloserto thesearchkey, or it is the responsiblenode
itself.
WhenDHTs areusedfor swarm discovery, the addressesof all swarm members
have to be storedfor eachBitTorrentswarm. This canbe implementedby using
thehashesof swarmsaskeys andthepeerlistsasvalues.In this way, a DHT can
replacethecentralizedBitTorrenttracker. For eachswarm,a uniquepeeror group
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Figure2.2: Typical storeand�nd valueactionson a swarm discovery DHT. (a)
Peer1 �nds managerpeer14 throughpeers3 and 7. Then it storesitself as a
memberof downloadswarm15. (b) Peer2 searchesandretrievesthe peerlistof
downloadswarm15 onpeer14 throughpeer5 andpeer10.
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of peersarefound to be theresponsiblenodes.We refer to thesepeersasswarm
managers. For all downloadswarms,a singleDHT is needed.Peerswill store
their network addresseson theDHT whenthey have joineda swarm. Later, other
peerscanusetheDHT to searchfor thepeerlistof theparticularswarmand�nd
all subscribedpeers.
In Figure2.2aandFigure2.2b,typical storeand�nd actionsin DHT swarmdis-
covery areshown. In this exampletheIDs of bothpeersandswarmsareintegers.
Swarminformationis routedto theswarmmanagerpeer(thepeerwith its ID clos-
estto the swarm ID). In theexamplecase,peer14 is swarm managerfor swarm
15. Peer1 wantto storeitself asswarmmember, andpeer2 wantsto retrieve the
peerlistfor swarm15. Swarmdiscovery startswhenpeer1 hasjust joineddown-
loadswarm15. It thensearchesfor a peerwith theID closestto swarmID 15 and
�nds andqueriespeer3. Peer3 returnstheaddressof thepeerwith theID closest
to theswarmID thatit knows: peer7. Peer7 will sendpeer1 to peer14,theswarm
manager. Peer1 thenstoresitself to thepeerlistresidingon peer14.
A similarprocessis executedby peer2,whichissearchingfor thepeerlistof swarm
15. It is routed(throughpeer5 andpeer10) to peer14, whereit canretrieve the
targetpeerlist.Thepeerlistwill containtheaddressof peer1.
DifferentBitTorrentsystemsuseDHTs in additionto thecentraltracker. BitTor-
rent4.1.0introduced' trackerless'torrents[11, 10], whichusestheKademliaDHT
implementation[52] for peerdiscovery. Also the BitTorrentclientsAzureus[5]
andBitComet[8] have implementedKademliapeerdiscovery solutions,bothnot
compatiblewith theBitTorrentstandardor eachother.
Someof theotherbetterknown DHT implementationsareCHORD[70], Content
AddressableNetworks(CAN) [66], Pastry[68], Symphony [51] andViceroy [50].
Their theoreticalperformanceof differentactions(for instancestore,�nd, join) are
fairly similar [36] anddependon optimizationsandparametertuning[47].
DHTs area well distributed solution to peerdiscovery. Their advantageis that
searchesfor thesamekeys (in ourcasedownloadswarmIDs) will alwaysrouteto
thesamepeerswithin a singlenetwork. Peersthatstoredataandpeersthatsearch
for it will both �nd the swarm managerto do their operationandthusbe ableto
exchangedata. Hence,DHTs give peersa high swarm coverageover a scalable
architecture.
For anew peerto join aswarmdiscovery DHT, it hasto bootstrapon apeerthatis
alreadymemberof theDHT network. It will thenbuild routingtablesandcollect
informationabouta partof theDHT peers.A userhasto bootstraptheDHT once
persession.After that,it canusetheDHT swarmdiscoveryfor multipleswarmthat
it want informationabout. The initial peerhasto be locatedusingsomeexternal
bootstrappingmethod. In the AzureusBitTorrent client, the KademliaDHT is
bootstrappedwith peersreceivedfrom acentralizedtracker. Azureususesits DHT
not as a replacementfor the centralizedtracker, but merely as an addition if a
centralizedtracker is of�ine or unreliable.
Loadbalancingis a problemon DHTs. Informationaboutthepeersin a download
swarmis storedon managerpeersthathave beenchosenbasedon thehashvalue
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of their peerIDs. Thesepeershave no semanticrelationwith theswarmthey are
managingandaremostlynodownloadersin thatswarm.Everypeerin thenetwork
canbechosenasthemanagerof someswarmthat is popular, which mayresultin
many requests.The load is unbalancedandenormousswarmscanbemappedon
peerswith relatively poorconnectivity. Anotherproblemis relatedto integrity and
security. In aDHT, theroutingto apeeris donein somestepsthroughotherpeers.
Theroutingdependsonthequalityof theresponsesof multiplepeersin thenetwork
thatarenot relatedto therequestingpeer. Thesepeersarenotdownloadingsimilar
�les or in otherwaysreliable. Still the information from thesepeersis usedto
build routingtablesand�nd peersandcontent.Ensuringintegrity is very hardin
morecomplex algorithmslike a DHT, andwaysto useDHTs for a dDoSattack
have alreadybeenstudied[58].

Someresearchhasbeendoneon theweaknessesof Kademlia.Thefactthatnodes
canchoosetheirown randomIDs is a weakness.An attacker canusethis freedom
to take over the control over a certainswarm or the completesystem.Whenthe
DHT nodestry to routetheir queriesto a certainnode,they will endup with an
attacker andreceive a fake response.Cerri et al. [15] proposea solutionby con-
strainingtheID selectionof peers.Peersusea hashvalueof their IP addressand
somebits of their port numberto createtheir ID. This ID is thenchallengedby
sendinga Kademliaping messageto thecorrespondingIP address.Furthermore,
they proposea resourcerotationstrategy, in which the IDs of resources(in our
case:downloadswarms)dependon temporalinformation.Thechanginglocation
of resourcesin theDHT makesattacksmoredif�cult.

Finally, DHTs lack incentivesfor cooperationfor peers.Thereis no semanticalor
socialrelationbetweenour peerandthe others. If peersact like rationalagents,
thereis no reasonto donatebandwidthfor theoperationof theDHT.

2.3.4 Peer exchange

Peerexchangeis anotheradditionto swarmdiscovery usinga tracker. It assumes
thatall peersalreadyknow apartof theswarm,for instancefrom acentraltracker.
Insteadof contactingthetracker again,peerscontacteachotherandexchangethe
subsetof peersthat they know. This obviously doesnot solve the bootstrapping
problem,but reducesthe load of the centraltracker whenmorepeersareneeded
duringadownload.Peerexchangehasbeenimplementedin Azureusversionslater
than2.3.0.0[61].

From the documentation,we canconcludethat Azureuspeerexchangedoesnot
provide an incentive to cooperatewith theprotocol. Thereis alsono signof load
balancing,somany peersmaybeexchangingpeerswith asinglepeer. For integrity
andsecuritypurposes,Azureuspeerexchangewill labelpeersasspammerswhen
they are�ooding theswarmwith peerlists.Thereis,however, noprotectionagainst
fake peerliststhatmaybeexchanged.
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2.4 Discussion
In Table2.2,we give a summaryof how thediscussedswarmdiscovery solutions
scorein complyingwith the � ve designrequirementsde�ned in Section2.2. All
solutionscanscoregood(+), reasonable(+/-), or poor(-).
The BitTorrentcentralizedtracker and multiple tracker solutionsscoregood on
bootstrapping,becausetheir network addressesarestaticallyembeddedin torrent
�les. They also manageto deliver full and secureswarm discovery. The big
problemis, however, their lack of scalabilityandloadbalancingwhich makesthe
tracker componenta bottleneckfor BitTorrent. Theneedfor incentivesis not ap-
plicable(NA) for theseswarm discovery solutions,becausepeersdo not needto
cooperateasthetracker doesall thework.
The DHT solutionscoresreasonablein bootstrapping,becauseit hasto be boot-
strappedevery session.It deliversa goodswarmcoverageandis well scalableas
therearenocentralcomponentsin aDHT. Still weconsideredscalabilityandload
balancingonly reasonable,becausepeershave to donatebandwidthfor swarms
they arenot relatedto. Thelack of incentivesto cooperateandsecurityin a DHT
givestwo poorscores.
Peerexchangehasscoressimilar to theDHT solution.Bootstrappingis ratedpoor,
becauseit is outsidethescopeof peerexchangeandhasto bedonefor eachswarm.
Furthermore,peerexchangeoffers goodscalability, poor load balancingandbad
security.

Centralized Multiple DHT Peer
tracker trackers exchange

Bootstrapping + + +/- -
Swarmcoverage + + + +
Scalabilityandloadbalancing - - +/- +/-
Incentive to cooperate NA NA - -
Integrity andsecurity + + - -

Table 2.2: The qualitiesand weaknessesof currentswarm discovery solutions,
ratedfrom good(+) to poor(-).

Weconcludethatin swarmdiscoverysolutionsthereis a tensionbetweenintegrity
andsecurityon onesideandscalabilityon theother. Swarmdiscovery solutions
thathave a scalabledesign,like DHTs andpeerexchange,suffer a lack of protec-
tion againstattacksandpollution. In our swarmdiscovery protocolLITTLE BIRD,
presentedin Chapter4, we aim to combinethebestof bothworldsto realizeboth
secureandscalableswarmdiscovery.
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Chapter 3

Swarms: a Behavioral Study
Measure what is measurable, and make measurable what is not so.

— GalileoGalilei

In Chapter2 we have presentedtheshortcomingsof thecurrentswarmdiscovery
solutionsbasedon our designrequirements.To make our swarmdiscovery solu-
tion meettheserequirements,we have conducteda detailedstudyof a BitTorrent
�le sharingcommunity, which we presentin this chapter. We have measuredthe
individual behavior of all the usersin this community. This chapterwill explain
whichpropertiesof swarmmembersaremeasuredandhow thesedatacanbeused
for theevaluationof ourprotocol.In Section3.1,we introducethegenerallife cy-
cle of a downloadswarm. In Section3.2,we discussrelatedmeasurementson the
BitTorrentnetwork andcommunities.In Section3.3, we presentthestructureof
our measurementsoftwareandour target BitTorrentcommunity, filelist.org. The
resultsof thesemeasurementsaregivenin Section3.4. Finally, in Section3.5,we
havemeasuredtheoverheadof theBitTorrentcentralizedtrackerandusedAzureus
statisticsto estimatetheoverheadof theKademliaDHT. Thesedatashow theband-
width usageof thetwo mostusedswarmdiscovery solutions.

3.1 Swarm life cycle
When we measurethe propertiesof a swarm and its members,we will always
seecertainphasesof theswarm,namelycreation, theflash crowd effect, gradual
decrease of popularity, and�nally , death due to lack of popularity or deletion from
the tracker. Thesefour phasesareschematicallyshown in Figure3.1andexplained
below.
A swarmis createdwhenaninitial seedercreatesa torrent �le from the�le it wants
to shareandaddsthis torrentto the tracker. After the addition,the initial seeder
staysonlineto ensuredataavailability. Theadditionof new (andpopular)content
often makesa swarm grow rapidly directly after its creation,which is calledthe
flash crowd effect. During this phasemany peersjoin the swarm, making it the
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mostactive phaseof theswarm. Swarmmembersthathave �nished downloadthe
data,areexpectedto stayonlineandhelpseedingit.
The�ash crowd periodendswhenmany usersthathave �nished downloadingthe
dataleavetheswarm.Thenumberof joining andleaving swarmmembersbecomes
balancedandthe swarmsizestartsto fall slowly. The reducingpopularityof the
datawill alsocausethejoin rateto fall. Thegradualdecreaseof popularityphase
takesmuchlongerthanthefast�ash crowd phase.
The life of the swarm can end in two ways. If thereare no more peersleft to
guaranteefull contentavailability, becauseall active peerslack a full copy of the
�le, the swarm dies. The existenceof a swarm canalsoendwhenthe torrent is
automaticallydeletedfrom thetracker.

3.2 Related BitTorrent measurements

Severalstudiesandmeasurementsof theBitTorrent�le sharingprotocolhavebeen
published,becauseof its growing popularity.
Thereareseveralstudiesthatevaluatethepropertiesof thecorealgorithmsof Bit-
Torrent. Legout [46] focuseson thechokingandrarest�rst protocols,which are
part of the tit-for-tat sharing-ratioenforcementand piecedistribution in BitTor-
rent. Pouwelseet al. [63] have focusedtheir measurementon the contentthat
is distributed throughpopular BitTorrent communitiesand the behavior of the
users. Izal et al. [41] measuredthe statisticsof a singletorrentover a periodof
� ve months.Theamountof cooperationof differentBitTorrentcommunitieshas
beenmeasuredby Andradeet al. [4], to testif thetit-for-tat protocolincreasesthe
amountof cooperation.Qiu et al. [65] have modeledthe behavior of BitTorrent
usersmathematicallyandcomparedtheir resultswith actualmeasurements.
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Figure3.1: Thelife cycleof adownloadswarm.
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To our knowledge, thesemeasurementstudiesall usethe IP addressor BitTor-
rent id of a peerto identify it. P2P activity from the sameIP address,however,
doesnot have to be invoked by thesameuser, becausepeoplemayhave dynamic
IP addressesor may be locatedbehinda network address translator (NAT) box.
TheBitTorrentpeeridenti�cation doesnotsolve theproblemof peeridenti�cation
either. Accordingto theBitTorrentspeci�cation,a peercanrandomlyregenerate
thisid for eachdownloadswarm.Hence,all thesemeasurementstudiessuffer from
theproblemof identifyingapeerovermultiplesessionsandin differentdownload
swarms.
Wediffer from thestudiesabovein thatourmeasurementsarebasedonunambigu-
ouspeeridenti�cation thatis valid throughmultipleswarmsandsessionsof apeer.
Identi�cation of peersis doneby a tracker thatrelatesall peerrequeststo existing
useraccounts.This enabledus to mapmeasuredstatisticson users. Whenone
userwasin differentswarmson differenttimes,thesestatisticsstill couldbecom-
bined. Hence,we have collectedan individual network activity history for each
user. With theseadditionaldatawe canextractmoresophisticatedstatisticsfrom
ourmeasurementsthanthestudiesmentionedabove.

3.3 Measurement setup
In this sectionwe introducethe Filelist BitTorrentcommunityasthe community
whereweconductedourmeasurements,andwedescribethesetupof ourmeasure-
mentsoftware.

3.3.1 BitTorrent community
Wewerelookingfor aBitTorrentcommunitythatwouldresembletheTribler com-
munity in thenearfuture.With measurementsof suchacommunitywecandesign,
optimizeandevaluateourswarmdiscoveryprotocolfor Tribler. Thesocialnetwork
andsharing-ratioenforcementfeaturesof Tribler will in�uence its communityto
beactive andcooperative. Therefore,our target BitTorrentcommunityshouldbe
active andhave sharing-ratioenforcementanddiscloseduserbehavior statistics.
The filelist BitTorrentcommunity[28], further referredto as�lelist, meetsthese
requirementsandwaschosento do ourmeasurementson.
Filelist is a BitTorrentcommunityandtracker. Peoplehave to becomea member
to beableto seedor download�les through�lelist. Currently, �lelist hasaround
110,000members.Thesemembershipaccountsareprimarily usedto executeex-
tra strict sharing-ratioenforcement,therebystimulatingthemembersto cooperate
moreintensively.
The normalBitTorrent clients usethe Tit-for-Tat protocol [20] for sharing-ratio
enforcement(seeSection1.2). This protocolis not very strict andsharing-ratios
areresetwhenever a BitTorrentclient is shut-down. In �lelist, additionalsharing-
ratio enforcementis handledin the tracker. This createsthe possibility to save
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memberstatisticsfor their completelifetime. Membersthathave too low sharing-
ratiosarepunishedby refusingthemaccessto thenewestcontent.Becauseof these
strict rules,membershave anextra incentive to upload.Hence,�lelist tendsto be
aBitTorrentcommunitywith morecooperationandcontentavailability.
Strict sharing-ratioenforcementincreasesthe likelinessof Sybil attacks in which
peoplecreateanew identitywhentheir formermembershipaccounthasreceiveda
negative reputation.In the�lelist communitythis problemdoesnot exist, because
new memberswith anuploadamountunderacertainthresholdfacethesamedown-
loadrestrictionsasfreeriders.Also, �lelist hasauseraccountlimit, whichhasbeen
reachedfor sometimenow.
The administrationof usersdatain the tracker of �lelist hasthe advantagethat
we canmeasuredetailedstatisticsaboutall usersin all swarmsof thecommunity.
Thesestatisticsarepresentedin Section3.4. The userlevel administrationgave
ustheopportunityto link differentsessionsof thesameuserandcreateindividual
activity histories.
Apart from the basicBitTorrenttracker functionality, the �lelist communitycon-
sistsof a communitywebsitewherememberscansearchanddiscussthe hosted
�les. Thecommunityofferssocialfeaturesfor its members,like a forum, thepos-
sibility to registermembersasyour friends,andsendmessagesto eachother, to
increasethe social relationsbetweenmembers.An increasedsocial community
feeling will increasealtruism and contentavailability on the �lelist �le sharing
network.
Weshowedthelackof scalabilityandreliability of theBitTorrentcentraltracker in
Section2.3.Filelist haschosento removeall torrents28daysaftertheircreationto
reducetrackerbandwidth.Theamountof availablecontentonthetracker is thereby
signi�cantly decreased,becauseof thelimitationsof theBitTorrentsystem.

3.3.2 Measurement software
Filelist givesdetailedstatisticsabouteachof its swarmsandusers.Wewrotesoft-
warethat continuouslydownloads,compressesandstoresthe statisticsfrom the
�lelist website,aprocesscalledweb scraping. By combiningourscrapeddata,we

Figure3.2: The�rst � ve torrentsin thetorrentlist of thefilelist community.
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canadda time factorinto the �lelist statistics,creatingindividual online activity
historiesfor eachuser. In this sectionwe describeour webscrapingsoftwareand
thecollecteddata.
Therearetwosortsof statisticalpagesin Filelist: thetorrent list, andfor eachactive
swarma swarm member list. Wewill describethesepagesin turn. Thetorrentlist
showsall currentlydownloadabletorrents(activeswarms)andtheirproperties,see
Figure3.2.For eachswarm,thetorrentlist shows thegenre, torrent name, number
of comments, hours until deletion, file size, number of view, number of seeders, and
number of leechers. Becausearound25new torrentsareaddedto �lelist everyday,
andthetorrentsaredeletedafter28days,thereareabout700torrentsin thetorrent
list.
Perdownloadswarm,aswarmmemberslist is given,with detailsabouttheconnec-
tion andbehavior of eachswarmmember, seeFigure3.3.For seedersandleechers,
theswarmmemberlists shows theusername, connectivity, upload and download
statistics, sharing-ratio, percentage downloaded, tracker connection statistics, and
the name of the BitTorrent client. Some�lelist membersusetheswarmmembers
lists to manuallyselector banusersbasedon their long termcooperativenessand
activity.
We have built our web scrapingsoftwareusingmulti-threadingto guaranteerea-
sonablefrequentdownloadof all pages.Theprogram'smainthreaddownloadsthe
torrent lists to acquireknowledgeover all availableswarmsandtheir sizes. The
torrent list is downloaded,compressedandstoredat a �x ed interval of 200 sec-
onds. After eachdownloadof the torrentlist, its active swarmsaredivided over
four downloadthreads.Thesethreadswill scrapethe swarm memberlists of all
received swarms. Larger swarmswith larger swarm memberlists take a longer
time to download. To guaranteesimilar downloadfrequenciesfor all theswarms,
wecalculatetheexpecteddownloadsizeof eachswarmmemberlist anddistribute
the swarmsover thedownloadthreadsin sucha way, that eachthreadreceivesa
similar amountof bytesto be downloaded.Whena new swarm is detectedby a
downloadthread,it downloadsandcompressesthetorrentmeta-�le in additionto
theswarmmemberlist.
With theuseof four downloadthreads,downloadfrequency of theswarmmember
lists was aroundevery 6 minutes. In this con�guration our web scraperuseda
bandwidthof 220MBytesperdayfor scrapingtorrentlistsand8.5GBytesperday

Figure3.3: The �rst seven seedersin a typical swarm memberlist on the filelist
community.
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for scrapingswarmmemberpagesanddownloadingtorrent�les.
Our web scraperhasbeenrunning from 14 December2005until 4 April 2006,
when �lelist changedthe setupof their websiteand removed the online swarm
memberlists. We have collecteda total of 80 GBytesof compresseddata,which
containsstatisticsaboutthe membersof over 4,000download swarms. In Ap-
pendixB.1.2, we give the detailsof whereand in what format our tracedatais
stored.

3.4 Filelist.org measurement results
Fromour collectedtracedata,we have extractedstatisticsto give insight into the
behavior of memberof anactive social�le sharingcommunity. Fromall swarms,
wehaveselectedonelargeexampleswarmto show thesestatistics.Theswarmwas
active 3–30January2006,8,963differentusershave beenbarteringin it, andthe
�le thatwasbarteredwasa movie with a sizeof 730MBytes.Wemissthedataof
someperiodsin thelife timeof theexampleswarm,dueto technicaldif�culties of
the�lelist trackerandthewebscrapingsoftware.Thishascausedtheinterruptions
in the�gures.
In this section,we will presentmeasurementsof swarm size,churnandpeerbe-
havior for theexampleswarm.Furthermore,wewill presenttheonlineprobability

Figure 3.4: The numberof seedersand leechersin our exampleswarm over a
periodof 28 days.
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andsessionlengthfor theusersin all swarmsof the�lelist community.

3.4.1 Swarm size and seeders/leechers ratio

Figure 3.4 shows the measureddataof the life cycle our exampleswarm. The
numberof seedersandleechersareshown duringtheactive periodof theswarm.

The �rst � ve hoursaftercreationtheswarmconsistsof almostonly leechers,be-
causeno onehashadthe time to completethedownload. This situationchanges
after 10 hours,when therearemoreseedersthan leechers.Until deletion,after
28 days,about90%of theswarmconsistsof seeders,which createsa swarmthat
givesfastdownloadingspeedsfor thenew downloaders.Wehave foundthisseed-
ers/leechersratio in many of the swarmson �lelist. In otherBitTorrentcommu-
nitieswithout additionalsharing-ratioenforcement,themajority of swarmsoften
consistsof leechers.For instance,in theMininova.org community, only 40.6%of
the4.6 million swarmmembersareseeders(on 6 October2006). This difference
shows thatthestrict long-termsharing-ratioenforcementof the�lelist community
stimulatesseedersto stayonline.

Figure3.5: The churnof a swarm: the moving average(over 90 minutes)of the
numberof joining andleaving peersperminute.
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3.4.2 Churn
Thechurn of adownloadswarmis de�nedasthenumberof joins in theswarmand
leavesfrom theswarmperminute.This is animportantpropertywhendesigninga
swarmdiscovery solution,becauseit in�uenceshow fasta peerlist(containingall
swarmpeers)becomesinvalid (becauseof a leaving peer)or incomplete(because
of a joining peer).
In Figure3.5thechurnof ourexampleswarmis shown. Wehaveplottedamoving
averageover 90 minutesof the churn datato smoothout the plot. During the
creationand �ash crowd phaseof the swarm many downloadersjoin the swarm
and few leave. This explains the rapid growth in the swarm during the �rst 10
hours. After this period,thechurnstabilizesandthe join ratefalls just underthe
leave ratemaking the swarm sizedecreaseslowly. Both the join and leave rate
scaledown with thefalling swarmsize.
The �gure shows a certaincycle in which the join and leave rate increaseand
decrease.This is dueto thepartof thedayor night in which �lelist usersaremore
andlessactive (alsoreportedin [4]). Thiscyclehasamuchhigheramplitudein the
�rst � ve daysof theswarm's lifetime, revealingmorepeeractivity. Theday-night
cyclecanalsobenoticedin Figure3.4.

3.4.3 Peer behavior
With thestatisticsfrom theswarmmemberlistswehavecreatedanindividualpeer
behavior historyfor eachpeerin eachswarm.Suchahistoryletsusfollow all peer
propertiesmentionedin Section3.3.2over timeduringthesessionsof apeer.
In Figure3.6, we show thedownloadhistoryof a typical peerfrom our example
swarm. This �gure includesthepercentageof the�le thatthepeerhascompleted,
its sharing-ratio(explainedin Section1.2),andits uploadanddownloadspeed.The
�gure shows thatthispeerpro�ts from thelargenumberof seedersin theexample
swarm andis ableto downloadthe complete�le in a shorttime. The peerstays
onlineafter thecompletionandseedsthe �le, until its sharing-ratiorisesabove a
valueof 1.0.
We will usetheseindividual peerbehavior historiesfor thetrace-basedemulation
of ourswarmdiscoveryprotocol,whichwill bepresentedin Chapter5. Duringour
emulations,themeasuredbehavior of all peersin a swarmis re-enactedto testour
swarmdiscovery in a realisticsetting.

3.4.4 Online probability and online length
We want to know theprobability thata peer, who is onlineon a certainmoment,
is still onlineon a latermoment.This is importantfor thebootstrappingphaseof
swarmdiscovery, describedin Section4.5.1.Therefore,we have measuredwhich
userswereonline in thecompleteFilelist communityat every hourover themea-
surementperiod.
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We choosean initial online usergroupconsistingof 15,000userson 16 January
2006.Thenwe measuredhow many usersof the initial group were online over
the following 10 days. The daysfollowing 16 Januarywerechosen,becausewe
have uninterruptedtracedatafor this period. Figure 3.7 shows that during our
measurementperiod,alwaysat least48%of theusersfrom the initial groupwere
online. A signi�cant numberof usersalsowascontinuouslyonlinesincethestart
of our measurement.Note thatFigure3.7 shows theactive usersin thecomplete
�lelist communityandnotonly in a singleswarm. Thesedatashow thatwithin an
activecommunitylikeFilelist, their is ahighprobabilityto �nd usersonlineagain,
thatwereonlinebefore.This is animportantfact,if theseusersarethesourcesfor
swarmdiscovery.

A typical swarmdiscovery situationis thatpeerA leavesa swarm,but hasstored
for instancethenetwork addressesof 100peersthatwerebarteringonthatmoment.
Two dayslater, peerB wantsto discovery that swarm. During swarm discovery
bootstrapping,it �nds peerA asan initial peerrelatedto the swarm. Therefore,
peerB sendsa requestto peerA, andreceivestheout-datedpeerlistof theswarm,
containingthe100peersthatwereonlinetwodaysbefore.AccordingtoFigure3.7,

Figure3.6: An exampledownloadhistoryof apeer:Thepercentageof the�le that
this peerhasdownloadedandits sharing-ratio(top),andtheuploadanddownload
speedof thepeerduringthisperiod(bottom).
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probably50of thosepeersarestill online.Thoseonlinepeersareeitherstill active
in theswarm,or cangive peerB additionalhelp. Whentheonlineprobability is
lower, old views of swarmsor thecommunityhave lessvalue.

The effect that it is likely to meetpeersagaincanalsobe seenin Figure4.8 in
Chapter4. Therewe show thatmany of themembersof a swarmwill beonlinein
otherswarmsin thedaysafterthey have left theswarm.

As a �nal prove that usersare likely to be online, we also measuredthe distri-
bution of the sessionlengthsof peersover the completetracedata. A sessionis
theperiodthata peeris online in thecommunity. This measurementincludes2.3
million sessionsof over 91,000distinct communitymembers.Figure3.8 shows
thepercentageof sessionsthatarelongerthana certaintime. Fromthe�gure can
beconcludedthat10%of thesessionsof peersarelongerthanonedayandthree
percentarelongerthantwo days.Thesmalldiscontinuitiesin theplot arecaused
by interruptionsin ourmeasurements.

We canconcludethatalthoughswarmsand�le sharingcommunitiesconsistof a
dynamicalgroupof peers,still it is likely to encounterthe sameactive peersin
multiplesessions.

Figure3.7: Thetotalnumberof peersonline,thenumberof peersthatwereonline
on16 January2006andat thedateon thehorizontalaxis,andthenumberof users
continuouslyonlinesince16 January2006.
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3.5 Overhead of Swarm Discovery Solutions
In this sectionwe will measurethe bandwidthusageof the most usedexisting
swarmdiscoverysolutions,namelythecentralBitTorrenttrackerandtheKademlia
DHT as implementedin the AzureusBitTorrent client. We will comparetheir
overheadwith theoverheadof ourown implementationin Section5.4.3.

3.5.1 Central BitTorrent tracker
Thebandwidthusageof swarmdiscoverythroughthecentralizedBitTorrenttracker
dependson its announcefrequency, peerlistlengthandwhetheror not a peeruses
compactformatto receive peerinformationfrom thetracker. Announcefrequency
is de�ned ashow long a peerwaitsbetweenannouncingitself at thetracker. Nor-
mally, thetracker decideshow frequentlypeerscanconnectto it, to reducetracker
bandwidthandserver load. Periodsfrom 10–30minutesareusual. Announcing
moreoftenthanadvisedby a tracker is consideredmalpractice,but cangive peers
fasterdownloads.
After an announce,the tracker will returna peerlist,with the ip addresses,ports
andpeerIDs of peersin theswarm. Default tracker settingsareto sendpeerlists
of 50peers(whenavailable).Thepeerlistcanbesentin b-encoded format(around
73 bytesper peer)or the morebandwidthef�cient compact format (6 bytesper

Figure3.8: The percentageof sessionsthat are longer thana certainnumberof
hoursin the�lelist.org community. Percentagesareshown on a logarithmicscale.
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peer).Table3.1shows theeffective bandwidthusageof a centralizedtracker with
differentannouncefrequenciesandpeerlistformats.Thebandwidthusageis very
low for eachclient,but for atrackerhandlingmany big swarms,thiscanstill create
highbandwidthusage.

Announcefrequency Bandwidthusage(bytes/min)
b-encodedformat Compactformat

10 minutes 406 76
20 minutes 203 38
30 minutes 136 25

Table3.1: Thebandwidthusageof theBitTorrenttracker communication.

3.5.2 Distributed hash tables
In this sectionwe discussthebandwidthusageof thedistributedswarmdiscovery
protocolof theAzureusBitTorrentclient, implementedby theKademliaDHT (see
Section2.3.3).Henceweareableto compareits bandwidthandef�ciency with our
own swarmdiscovery protocolin Section5.4.3. Thesestatisticsarederived from
theAzureusclient,whichhasastatisticsscreenwith detailedinformationaboutthe
operationof Kademlia. Table3.2 shows our derived statisticsafter a connection
with Kademliafor a periodof 64 minuteson a fully connective computerwith a
public IP address.

Statistic Sent Received
Totalpackets 9494 2981
Packets/minute 148.3 46.6
Bandwidth(KB/minute) 12.10 4.75
Successfulpackets 1478(15.6%)
SuccessfulFIND VALUE packets 0 69
SuccessfulSTORE VALUE packets 10 18

Table3.2: Thestatisticsof KademliaDHT protocolusagefor 64 minutes.

Most remarkableis thefact thatonly 15.6%of all outgoingDHT requestsis suc-
cessful.Furthermore,our resultsshow thatin ourcase,no actualpeerinformation
was found throughthe DHT in the measurementperiod, becauseno successful
FIND VALUE requestswheresent.This is in accordancewith thefactthatAzureus
only startsusingtheDHT whena centraltracker is unresponsive, which wasnot
the caseduring our test. Otherpeersusing the DHT have however managedto
useourpeerby storingandretrieving peerinformationby sendingourpeerSTORE
VALUE andFIND VALUE requests.Thebandwidthusagefor theDHT solutionis
around100timesmorethanthecentraltracker bandwidthusage.It will increase
whentheDHT is actively usedasswarmdiscovery solution,insteadof only asa
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backup.Still, it is a reasonableoverheadwhenpeersarebarteringlarge amounts
of data.
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Chapter 4

A Decentralized Swarm
Discovery Protocol

Design is not just what it looks like and feels like. Design is how
it works.

— SteveJobs

In thischapterwe presentourdecentralizedswarmdiscovery protocol,calledLIT-
TLE BIRD1. L ITTLE BIRD is an epidemicprotocol that exchangesswarm infor-
mationwith otherpeersin theswarm. Epidemicalgorithmsarerecognizedto be
robust andscalablemeansto disseminateinformationin large networks. L ITTLE
BIRD cooperateswith theBuddyCastprotocol(presentedin Section1.3) to boot-
strapinitial swarmdiscovery.
In Section2.4,we concludedthatthereis a tensionbetweensecurityandscalabil-
ity in existingswarmdiscovery solutions.Thesolutionsthathave removedcentral
components,like DHTs andpeerexchange,lack a goodprotectionagainstpeers
that try to misusethoseprotocols.In thedesignof LITTLE BIRD, we aim to com-
binescalabilitywith resilienceagainstattacksof maliciouspeers.
To addthesecurityaspectto ourscalableprotocol,wehavedesignedaquantitative
measureof the contribution of a peer. Whenpeersdo not cooperateor even try
to misusethe protocol, their level of contribution is reducedandthesepeersare
omittedin furtherswarmdiscovery communication.
BecauseLITTLE BIRD combinesscalabilitywith incentives andsecurity, we be-
lieve it can replacethe currentswarm discovery solutions. As we have imple-
mentedthe LITTLE BIRD protocolfor the Tribler network, we will refer to peers
thatsupportthisprotocolasTribler peers.
In Section4.1,thesocial-baseddesignof theprotocolis presented.Wewill present
the theorybehindepidemicdatadisseminationin Section4.2. The components
and the software architectureof LITTLE BIRD are discussedin Section4.3. In

1Our protocolusesgossipdisseminationto spreadswarminformation.Whenpeoplearegossip-
ing, they tendto sayA little bird told me... whenthey do not want to give thesourceof thegossip.
Therefore,we call our protocolafterthis little bird thatis asourceof gossipfor many.
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Section4.4,wegiveourde�nition of thelevel of contributionof apeerandexplain
the indicatorsthatwe useto measureit. In Section4.5 we describehow LITTLE
BIRD meetsthedesignrequirementsfrom Section2.2andpresentadditionaldesign
detailsof LITTLE BIRD.

4.1 Social-based protocol
The overall designgoal for LITTLE BIRD was to develop a social-basedswarm
discovery protocol,insteadof apurelymathematicalapproach.In theDHT imple-
mentationof swarmdiscovery, choicesaremadebasedonmathematicalstructures.
For instance,thechoiceof which peeris obligedto play the role of a tracker for
a certainswarm is basedon a mathematicalmeasureof distance. The outcome
of sucha mathematicaldistancefunctionoftendoesnot matchthe interestof the
peerandthereforedoesnotoffer incentivesto cooperatewith theswarmdiscovery
protocol.
In LITTLE BIRD, swarmdiscoveryrequestswill besendto peerswith interestin the
particularswarm,namelypeersactive in thesamedownloadswarm,peerswith a
similardownloadhistory, andpeerswith similarcontenttaste.Thepeersthatman-
agethepeerlistof a swarm,sothatotherpeerscanusethemasa sourceof swarm
discovery, arealsopeersthat aredownloading(or have recentlydownloaded)in
thatsameswarm. All thesepeershave a semanticalrelationwith thecontentthat
they make available,whichmakesthemmotivatedto contribute to theprotocol.
Thisdesignstrategy letsLITTLE BIRD work like asocialcommunity. Peoplesolve
theirproblemsby cooperatingwith othersthatsharemutualinterests.Therelations
thatarecreatedarevaluableto solve futureproblems.In LITTLE BIRD, peerswith
thesimilardownloadinterestscooperateto make their favorite contentavailableto
eachotherthroughswarm discovery. Thesepeersautomaticallymeetnew peers
with interestsin thecontent.Whenpeers�nd eachotherto be contributive, they
will preferconnectionswith eachotherduringfuturebartering.

4.2 Epidemic information dissemination
Researchinto epidemicinformationdissemination[26] hasbeeninspiredby re-
searchon realepidemicdiseasesandtheir infectionmodels.The transmissionof
an infection from one personto a group of other peopleis modeledby a com-
puterthat forwardsa messageto a setof othercomputers.Hence,informationis
disseminatedreliably in thesameway anepidemicwouldpropagatewithin apop-
ulation.This canbecomparedwith thepropagationof a rumoramongpeopleand
is thereforealsocalledgossip dissemination.
Using the behavior of epidemics,one can createapplication-level multicast in
which eachpeerin a network candistribute a messageto all otherpeers. This
distribution is initiatedby creatingamessageandsendingit to a limited numberof
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peers.Uponreceptionof amessage,apeerwill forwardit to f otherpeers,known
asthefanout. Eachperiodin whichall peersforwardamessageis calleda round.
Therearetwo basicmodelsfor epidemicdatadissemination,namelythe infected
forever and infect-and-die model. In the infectedforever model,peersthat have
receiveda messagewill permanentlystoreit andforwardit every roundto f other
peers.In theinfect-and-diemodel,themessageis only forwardedonce,afterwhich
thepeererasestheinformation(it dies).
Whenwe usethe epidemicprotocol for swarm discovery, received swarm infor-
mationis storedpermanently, sowewill focuson theinfectedforever model.This
modelhasthe fastestinformationdissemination.In the infected forever model,
assumingthatinfectiouspeerstry to contaminatef otherpeersin eachroundwith
a populationsizen, onehasthe following approximateformula for the expected
fractionYr of infectedmembersafterr rounds[6]:

Yr ≈
1

1 + ne−fr
. (4.1)

Equation4.1 shows thatepidemicinformationdisseminationrealizesexponential
decreaseof thefractionof peersthathave not receivedamessage.
Additional advantagesof epidemicprotocolsaretheir scalabilityandrobustness.
Theprotocolis scalablebecauseit canbeimplementedwith astaticfanout.Hence,
thebandwidthoverheadperpeeris bounded.Redundancy of messagesmakesthe
systemvery robustagainstcommunicationerrorsbetweenpeers,which will do no
substantialharmto thefractionof peersthatreceive amessage.
In LITTLE BIRD, thecommunicationof swarm informationthroughtheswarm is
designedasanepidemicprotocol,but weeliminatedmessage-forwardingfrom the
protocol.Insteadof forwardingnew swarminformationto otherpeers,theseother
peershave to take theinitiativeof sendingarequestto collectthenew information.
After therequestershavestoredthenew information,otherpeerscanrequestthem,
so that the informationspreadsthroughthe swarm. This approachpreserves the
scalabilityof epidemicdatadissemination,while it addsadditionalsecurityto the
protocol.Peerscannolonger�ood thenetworkwith pollution.Thisis animportant
designdecisionfrom asecurityperspective.
This modelassumesthatthereis a constantandlimited populationthatis infected
at eachround. In swarm discovery, we are dealingwith a dynamicpopulation
of joining and leaving peers. In the analogyof the model, this can be seenas
infectedpeoplethat disappearandare replacedby healthyindividuals. Clearly,
thiswill maketheprocessof spreadingswarminformationto mostswarmmembers
moredif�cult andswarmcoveragewill be lower in practicethanpredictedin the
theoreticalmodel.

4.3 Architecture of LITTLE BIRD

The LITTLE BIRD softwarearchitectureconsistsof threecomponents,namelythe
peer acquisition, swarm database, and peer selection component. Thesethree
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componentsareusedto receivepeerlistsfromotherLITTLE BIRD-supportingpeers,
storethenew discoveredpeersin a localdatabaseandselectcontributing peersfor
bartering. We have alsocreateda graphicaluserinterfaceto give the usermore
insightin theswarmdiscovery mechanismandits overhead.Theremainderof this
sectionwill describethethreeLITTLE BIRD componentsandour userinterfacein
detail.

4.3.1 Peer acquisition
The peeracquisitioncomponentis responsiblefor the transferof requeststo and
thereceptionof responsesfrom otherpeersin theswarm.Peersusethesemessages
to spreadswarmdiscovery informationinformationthroughtheswarm.Ourproto-
col usestwo typesof messagesfor thispurpose.Themessagecontainingarequest
for new peersis calleda getPeers message.A Tribler peerrespondsto a getPeers
messagewith a peerlist message,containinga list of peeraddressesandstatistics.
A detaileddescriptionof messageformatscanbefoundin AppendixA.3. A com-
pleteLITTLE BIRD requestandrespondcycle consistsof � ve steps,which will be
explainedin turn.

Tribler peerselection (Figure4.1a)Theselectionof peersto senda requestto is
basedon the level of contribution (describedin Section4.4) of theknown Tribler
peers. Furthermore,the connectioninterval of peershasto be checked, so that
peerscan not be overloadedby getPeersrequests.Finally, one or more Tribler
peersareselectedto sendagetPeersmessageto.

Transfer of getPeersmessage(Figure4.1b) A getPeersmessageis createdand
sentto the selectedTribler peer. In eachgetPeersmessage,a Bloom �lter is in-
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Figure4.1: Schematicoverview of theLITTLE BIRD peeracquisitionof arequester
peerandthehelpof a responderpeerin � vesteps.
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cludedthat representsthe currentlyknown swarm peersof the requester, so that
thesepeersarenot receivedagain(seeSection4.5.3).

Creationof peerlist (Figure4.1c)Theresponderpeerrespondsto incomingget-
Peersrequestsby sendingapeerlistmessageto therequester. Thepeerwill makea
selectionof thepeersin its swarmdatabasewith thehighestlevel of contribution,
excludingthepeersthat therequesteralreadyknew andhassentin thebloom�l-
ter. A responderpeercanchoosenot to respondto a getPeersrequestwhenit is
overloadedby messages.

Transfer of peerlist message(Figure4.1d)Thepeerlistis transferedbackto the
requesterpeer.

Storageof peers (Figure 4.1e)The peer information from the received peerlist
messageis storedin theswarmdatabase.

Wehave formattedourpeerlistmessagesimilar to thepeerlistreturnedby acentral
BitTorrenttracker. Therefore,alsoresponsesfrom centraltrackerscanbereceived
andstoredby thepeeracquisitioncomponent.

4.3.2 Swarm database
EachTribler applicationhasa local databasemanager, which is usedasa knowl-
edgebasefor Tribler features.We have addeda database,calledswarm database,
for thestorageof peersin downloadswarms.Theswarmdatabaseplaysa central
role in our swarmdiscovery design.Thelocal view of a peeron a swarmis mod-
eledfrom thestatisticsof all known peers,whicharestoredin theswarmdatabase.
StandardBitTorrentdoesnot includesucha local view on the swarm. Instead,
BitTorrentdiscardsnetwork addressesreceivedfrom theBitTorrenttracker aftera
connectionattempt.With theadditionof theswarmdatabasewe enableour client
to literally learnfrom thepast.
Whena successfulgetPeersrequesthasbeentransmitted,theresultingpeerinfor-
mationfrom thereceivedpeerlistmessageis storedin theswarmdatabase.These
dataareupdatedwith statisticsaboutconnectionresultsandbarteringactivity, ex-
tractedfromthebarterengine.Thedetailsaboutthestatisticsin theswarmdatabase
arepresentedin AppendixA.4. The peerstatisticsfrom the swarm databaseare
usedby thepeerselectioncomponentto calculatethecontribution of a peer(see
Section4.4). This level of contribution in�uenceswhich peersareconnectedfor
barteringor swarmdiscovery andwhichpeersareinsertedin apeerlistmessage.
We have implementeda simpleremoval policy for the informationin the swarm
database.Swarminformationis deletedafterit hasnotbeenaccessedfor acertain
period. This meansthat a peerhasnot usedthe local information itself andno
requestfor it wasdoneby otherpeers.Moresophisticatedremoval policiescanbe
appliedif thesizeof theswarmdatabasebecomessigni�cant.
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4.3.3 Peer selection

Peerselectionis theprocessof decidingto which peers(received throughswarm
discovery) a barteringconnectionwill beattempted.ThestandardBitTorrentsys-
temdoesnot containa peerselectioncomponent.After periodicalrequeststo the
centraltracker, connectionswill bemadeto all receivedpeers.Theconnectionsare
keptuntil oneof thepeersclosesthem,for instancewhentheTit-for-Tat protocol
or a lackof datadoesnotallow dataexchange(seeFigure4.3top).
L ITTLE BIRD hasamoresophisticatedapproachto peerselection.Acquiredpeers
arenot directly connected,but storedin the swarm database.The peerselection
componentwill choosewhich peersto selectfor bartering,basedon thenew and
olderpeersin theswarmdatabase.Hence,old acquiredpeerscanbepreferredover
newer peerswith a lower level of contribution. The selectionprocessis depicted
in Figure4.2. Theconnectionstatistics,which for instanceincludeif connection
attemptshave succeeded,arefedbackinto theswarmdatabase,sothatthelevel of
contribution canbeupdated.

SWARM
DB

Calculate
contribution

Bartering peer

All peers

BitTorrent
connection and

 bartering engine

bartering connections

Update peer statistics

Selected
 peers

Figure4.2: Schematicoverview of theLITTLE BIRD peerselectioncomponent.
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Figure4.3: BitTorrent(top)only doesa tracker requests(TR) approximatelyevery
30 minutesandthenconnectsto all received peers(CA). L ITTLE BIRD (bottom)
acquirespeersby sendingthreegetPeersrequests(3G)every10minutesandstores
theresultingpeers(ST).Everyminuteconnectionsaremadeto themostcontribu-
tivepeers(CC).
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Figure4.3(bottom)shows the timing of peeracquisitionandselectionin LITTLE
BIRD. Above the time line thepeeracquisitionis depicted,which will sendthree
getPeersrequestsevery 10 minutesandstoretheacquiredpeers.Below the time
line, we have shown that thepeerselectioncomponentperformsa peerselection
stepevery minute. During a selectionstep,this componentselectsa setof peers
andattemptsto connectto them.

Theactualselectioncriteriaarebasedon thecontribution of peersandprotection
againstdDoSattacks,which will be explainedin Section4.4 and Section4.5.5
respectively.

4.3.4 Graphical user interface

Swarm discovery is a part of a P2P programthat works in the background. In
orderto give theusermoreinsight in thestateandoverheadof swarmdiscovery,
we have createda graphicuserinterfacefor LITTLE BIRD. For eachswarmthata
useris active in, Tribler canshow aTorrent Details window, with differentkindsof
informationabouttheselectedtorrentandswarm. To this window, we have added
anadditionaltabcalledSwarm Discovery Info. Thetabis shown in Figure4.4and
givespropertiesof both the distributedandcentralizedtracker. Statisticsinclude
the bandwidthoverheadof incomingandoutgoingrequests,the numberof peer
with Tribler andLITTLE BIRD support,andtiming informationof therequests.

Figure4.4: The Swarm discovery statisticswindow in Tribler gives information
aboutswarmdiscovery by LITTLE BIRD andtheBitTorrenttracker.
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4.4 Contribution of a peer
Thecontribution of a peeris de�ned astheextentto which a peercooperateswith
theBitTorrent�le sharingprotocolandtheLITTLE BIRD swarmdiscoveryprotocol
(if supported).Inconnective peersandpeersthattry to pollutetheprotocolwill for
instancehaveacontribution measureof 0.0,while aseedingTribler peerwith high
bandwidthcanhave acontribution of 1.0.
We calculatethe quantitative contribution measurefor eachpeerin eachswarm
from its connectionstatisticsin theswarmdatabase.In theLITTLE BIRD protocol,
thiscontribution measureis usedfor peerselectionin differentpartsof thesystem,
ascanbeseenin Figures4.1and4.2.For instance,only themostcontributivepeers
will beconnectedfor barteringandonly contributive Tribler peerswill beusedas
a sourcefor swarmdiscovery. A peerthatis known in multiple downloadswarms
will haveaseparatelevel of contribution for eachswarm.Thelevel of contribution
will fall for a swarmthat it leavesandbehigh for anotherswarmwhereit is still
actively bartering.
ThecontributionC(p) of apeerp with aconnectionhistoryisde�nedasaweighted
sumof thefollowing four indicators:

1. Connectivity Cc(p), weight0.2

2. Barteringactivity Cb(p), weight0.5

3. Swarmdiscovery activity Ca(p), weight0.1(if p supportstheLITTLE BIRD
protocol)

4. Swarmdiscovery quality Cq(p), weight0.2 (if p supportsthe LITTLE BIRD
protocol)

All four indicatorsarenormalizedto have a rangeof [0, 1]. Theswarmdiscovery
activity andqualitymeasuresareonly calculatedfor peersthatsupporttheLITTLE
BIRD protocol,sothatthecontributionmeasureC hasarange[0, 0.7] for BitTorrent

Bartering
activity

Connectivity

Bartering
activity

Connectivity
Swarm 

disc.
activity

Swarm 
discovery

quality

BitTorrent peer

Tribler peer

0.5 0.2

0.5 0.2 0.1 0.2

maximal contribution 0.7

maximal contribution 1.0

Figure4.5: Thequantitativecontributionof BitTorrentpeersandTriblerpeers.The
four weightedcontribution indicatorsgive thetotal level of contribution of apeer.
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peersandarange[0, 1] for Triblerpeers(seeFigure4.5).ThefactthatTriblerpeers
are usually ratedmore contributive than other peersis valid, becausea Tribler
peersarenotonly barteringpartners,but alsoasourcefor swarmdiscovery. These
weighingfactorsarebestguessvalues.Dueto thelimited time of our researchwe
have omittedtheevaluationandoptimizationof theweighingfactors.
Thereis an exceptionto this calculationof the contribution C. Whena peeris
completelyinconnective, this meansthat it hasgoneof�ine or hasleft theswarm.
In thiscase,theotherindicatorscannotincreasethecontributionof thepeer. Hence,
if theconnectivity Cc is closeto zero,wewill setthetotal contribution measureC
to zerotoo.
C indicatesthe level of contribution for peerswith a connectionhistory thatcon-
sistsof at leastoneconnectionattempt.Peerswithout a connectionhistoryinherit
their contribution C̄ from their source peers, asexplainedin Section4.4.5. Our
de�nition of asourcepeeris asfollows. Whenwereceive a peerlistfrom acertain
peer, we call this peerthesource peer of all peersin thepeerlist.Hence,all peers
in the swarm databaseof a singleclient have a setof sourcepeers. The setcan
alsoincludetheBitTorrentcentraltracker, if a peerwasreceivedfrom thetracker
insteadof aTribler peer.
Wewill now giveadetaileddescriptionof all four contributionmeasures(Sections
4.4.1–4.4.4)andthenpresentthe inheritanceof contribution from sourcepeersin
Section4.4.5.

4.4.1 Connectivity
Connectivity is a measurethat indicateshow well we canconnectto a peer. Con-
nectivity is calculatedfrom therecentconnectionhistoryof thepeer. For a �x ed
period(set to threehours)a connectionhistory is storedin the swarm database,
containingthe numberof connectionattemptsca and the numberof successful
connectionscs. Theratio of successfulconnectionsover total attemptsis usedas
themeasurefor connectivity. If no connectionswereattempted,theratio is setto
1.0. The freshnessof a peer, de�ned by thenumberof minutesagothat thepeer
waslast seenonline tl, alsoin�uencesour connectivity estimate.Hence,we will
de�ne theconnectivity Cc(p) of apeerp by

Cc(p) =











cs

ca
· 1

max(1,tl)
, if ca > 0

1
max(1,tl)

, if ca = 0
(4.2)

A successfulbarteringconnectionis herede�ned asa successfulconnectionand
BitTorrenthandshake that is relatedto currentdownloadswarm. Therefore,peers
thatareonline,but have left theswarmfor which their connectivity is measured,
alsohave zeroconnectivity.
The connectionhistory of threehourshasbeenchosento give peersa ”second
chance”.Whenapeeris foundto beinconnective, it will bediscardedandnotcon-
nectedagainfor threehours,until therecordof theconnectionattemptis dropped
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out of theconnectionhistory. The inconnectivity of this peercouldbe only tem-
porary. After theshortconnectionhistoryis empty, thepeerscontribution level C̄
will be calculatedfrom inheritanceagain(seeSection4.4.5). If this contribution
level is high enough,asecondconnectionwill beattempted.

4.4.2 Bartering activity
The primary form of cooperationin BitTorrentis to barterwith otherpeers.So,
barteringactivity hasa high weight in our contribution measure.We de�ne the
barteringactivity of a peerastheamountof datait hasuploadedto the local peer
duringthe lasthour. We chosethis measurebecauseit identi�es peersthathave a
high-bandwidthInternetconnectionandenoughpiecesof thecontentto be inter-
esting.Thebarteringactivity measurewill oftengiveseedersahighercontribution.
To getanup-to-datenotionof thebarteringactivity of a peerwe will only look at
thedatareceptionduringthelasthourinsteadof, for instance,thesharing-ratioof
apeer.
Barteringactivity Cb(p) of apeerp is calculatedby

Cb(p) =
log(b̄)

log(bmax)
, (4.3)

where b̄ is the averagebandwidthat which the peersuploadedto the local peer
duringthelasthourandbmax themaximumbandwidthpossible(setto 100Mbit/s).
Consequently, the logarithmic function will reward slow uploadswith moderate
barteringactivity, while fasteruploadsgain barteringactivity more slowly. For
instance,a peerwith anaverageuploadspeedof 1.86KB/s hasaCb equalto 0.50
andanaverageuploadspeedof 100KB/s givesaCb equalto 0.73.

4.4.3 Swarm discovery activity
Tribler peerscanincreasetheir level of contribution by cooperatingwith the LIT-
TLE BIRD protocol. This protocolcooperationis calledswarmdiscovery activity.
Theswarmdiscoveryactivity of apeeris de�nedasthefractionof correctpeerlists
d that the peerhasreturnedover the total numberof received getPeersrequests
r. A peeris punishedif it sendspeerlistmessageswhenthey arenot requested.
Hence,theswarmdiscovery activity Ca(p) for apeerp is de�ned as:

Ca(p) =

{

max(0,d−de)
r

, if r > 0
1/2, otherwise

(4.4)

wherede is the numberof unrequestedpeerlists. If a Tribler peerhasnever re-
ceiveda getPeersrequest,it will still have aswarmdiscovery activity of 1/2. This
approachgivesunrequestedTribler peersalreadysomeextra level of contribution,
sothatthey arepreferredwhencreatingapeerlistandpropagatefasterthroughthe
swarm.
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4.4.4 Swarm discovery quality
If we have received a numberof peerlistsfrom a Tribler peer(if d > 0), swarm
discovery quality is de�ned asthe fraction of connective peersin thosepeerlists
over thetotal numberof peersin thosepeerlists.Theswarmdiscovery quality in-
dicatoris usedto unveil attacker peersthattry to pollutetheLITTLE BIRD protocol
by sendingpeerlistswith inconnective peers.In Section4.5.5this is explainedin
moredetail. To calculatethe connectivity of the peersin the peerlists,we usea
morestraight-forward de�nition of connectivity thanin Equation4.2, namely:A
peeris connective if andonly if it eitherhasever beenconnectedor never a con-
nectionhasbeenattempted.This simplede�nition suf�ces to unveil attackersthat
sendpollutingpeerlists.
If thenumberof inconnective peersin thepeerlistsof someTribler peerexceedsa
�x edthresholdTa, thepeeris immediatelyconsideredincontributive andreceives
a swarm discovery quality of 0.0. Tribler peersthathave never senta peerlist(if
d = 0), receive full swarm discovery quality. Theequationfor swarm discovery
qualityCq(p) for peerp is givenby

Cq(p) =











1, if lr = 0
0, if lr − lc > Ta
lc
lr

, otherwise
(4.5)

wherelr is thetotal numberof peersreceivedin peerlists,lc is thenumberof con-
nective peersin thepeerlists,andTa is theattacker threshold.Thethreepossible
sub-equationsin Equation4.5distinguisha peerthathasnot sentuspeersyet, an
attacker peerthathassenttoo many inexistentpeeraddresses,anda regularpeer
thathassentusswarminformation,respectively.

4.4.5 Inheritance of contribution
For a peerwithout a connectionhistory, we do not have connectionstatisticsin
the swarm databaseto calculatethe four presentedcontribution indicators. Still

Connection attempt fails

(a). (b). (c).

Source peer 1
C = 0.4

Unconnected peer
C = 0.9

Source peer 2
C = 0.5

Source peer 1
C = 0.35

Connected peer
C = 0.0

Source peer 2
C = 0.45

Figure 4.6: Dependency of contribution betweenan unconnectedpeer and its
sourcepeers. The contribution estimateis inheritedfrom the sourcepeersand
thesourcepeersarepunishedfor therecommendationof anon-existentpeer.
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we needa contribution measurefor this peer, to decideif connectionsto it will be
attempted.Therefore,a peerwithout a connectionhistorywill inherit its level of
contribution from its sourcepeers(presentedin Section4.4). In thecalculationof
thecontribution of thesourcepeers,wedonot take all four contribution indicators
into account,but only thosethat describethe contribution to the LITTLE BIRD
protocol(Ca andCq). Hadwe takentheconnectivity andbarteringactivity of the
sourcepeersinto account,thenthelevel of contributionof aninheritingpeerwould
decreasewhena sourcepeerleavestheswarm,which doesnot make senseif that
sourcepeerhasalwayscooperatedto LITTLE BIRD andprovided existing peers.
Therefore,we de�ne thelevel of cooperationto theLITTLE BIRD protocolCl as

Cl =
0.1 · Ca + 0.2 · Cq

0.1 + 0.2
. (4.6)

The weighing factorsin Equation4.6 have the sameratio as in the equationto
calculatethelevel of cooperationfrom four indicatorsandgiveCl arangeof [0, 1].
Theinheritedlevel of contribution C̄(p) of peerp is de�ned by

C̄(p) =
∑

s∈Sp

Cl(s), (4.7)

whereSp is thesetof all sourcepeersof peerp.
If wecombineEquation4.5andEquation4.7,weseethatthelevel of contribution
of anunconnectedpeerandthatof its sourcepeercanin�uence eachotherin both
directions.This bidirectionaldependency is shown in Figure4.6. In Figure4.6a,
the contribution of an unconnectedpeeris calculatedby the contributions of its
sourcepeers,accordingto Equation4.7. Basedon this contribution estimate,the
peeris selectedfor connection,but it appearsto beinconnective (Figure4.6b).The
inconnective peerwill now have a contribution level of 0.0andthecontribution of
thesourcepeersis reduced(usingEquation4.5)becausethey have recommended
anon-existentpeer(seeFigure4.6c).
The consequenceof thesedependenciesis that a connectionattemptto an un-
connectedpeercanin�uence the level of contribution of otherunconnectedpeers
throughtheir mutualsourcepeer. The peerselectioncomponentusesthe contri-
bution of the in�uenced unconnectedpeersto decidewhetheror not to connect
to themaswell. Hence,an initial connectionattemptto a peermay in�uence if
we want to attemptinitial connectionsto otherpeers.Thepeerselectioncompo-
nentis designedto connectto a limited numberof unconnectedpeersperselection
step. By selectingfewer unconnectedpeersper step,the connectionattemptsto
otherpeerscanbe reconsideredbasedon the outcomeof the currentlyexecuted
attempts.
Whenour protocol is combinedwith standardBitTorrent,peerscan alsobe ac-
quiredfrom thecentralBitTorrenttracker. In this case,thetracker is de�ned to be
thesourcepeerandtheunconnectedpeergetsa reliability equalto 1.0.
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4.5 Design requirements
In thissectionwewill explainhow wehavecompliedwith thedesignrequirements
presentedin Section2.2 in thedesignof theLITTLE BIRD protocol.Most of these
solutionswill beevaluatedin Chapter5.

4.5.1 Bootstrapping
Swarmdiscoverybootstrappingis theproblemof �nding initial peersin thedown-
loadswarmthatarecompatiblewith theLITTLE BIRD protocol.Thesediscovered
initial peersareusedto requestmorepeersin the swarm andstart the bartering
process.In the LITTLE BIRD protocol,a bootstrappingpeeronly sendsrequests
to peersthataresemanticallyrelatedto theswarmit wantsto discover. Peerswill
only berequestedto assistothersin thediscovery of aswarm,if they arecurrently
or wererecentlyactive in thatparticularswarm. In Section4.5.4,we explain how
thisgivesthepeersanincentive to cooperatewith theLITTLE BIRD protocol.
To discover initial peersthatarecurrentlyor havebeenrecentlyactive in thedown-
loadswarm,LITTLE BIRD employs thedataof theepidemicBuddyCast protocol.
BuddyCast,presentedin Section1.3,is adistributedrecommendationprotocolfor
the Tribler network that usespreferencelists to exchangethe tasteof peersbe-
tweenall onlineTribler peers.Throughthereceptionof preferencelists,eachpeer
builds a databasewith recommendedtorrentsanda list of recommender peers for

Swarm

Swarm

Swarm

RP

RP

RP

RP = Recommender peer
PP = Peer in post-bartering period

Bootstrapping
peer

(a)

(b)

(c)

PP

PP

Figure4.7: Threepossiblewaysto discover aswarmthroughrecommenderpeers.
(a) Therecommenderpeeris currentlyactive in theswarm. (b) Therecommender
peeris in thepost-barteringperiod,but knows peersactive in theswarm. (c) The
post-barteringrecommenderpeerknowsotherpost-barteringpeersthathelpto dis-
cover theswarm.
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eachtorrent.Recommenderpeersarethepeersthathave recentlyrecommendeda
torrent.Thesepeersareour �rst contactsto discover theswarmsrelatedto therec-
ommendedtorrents.TheBuddyCastprotocolhastheadvantagethat the received
preferencelists containtorrentsthatarein accordancewith the local peer's taste.
Therefore,its mostfavorite swarmswill betheeasiestto bootstrapanddiscover.
Recommenderpeersareeitherstill active in theswarmor have alreadyleft. Both
groupsof peershave to ableto handlea swarmdiscovery request.Therefore,we
de�nedaperiodafterapeerleavesaswarmin whichthepeerstill storestheswarm
information,calledthepost-bartering period. Duringthepost-barteringperiod,set
to 10days,aTriblerpeerwill respondto getPeersrequestfrom bootstrappingpeers
with a peerlistcontainingits mostrecentview on theswarm. This view included
thepeersthatwereactive in theswarmbeforethepost-barteringpeerleft it.
Throughour initial groupof recommenderpeers,thereare threeways to �nish
the bootstrappingprocess. Thesepossibilitiesare shown in Figure 4.7. Figure
4.7ashows the situationin which a requestedrecommenderpeeris still active in
the swarm. This is the mostfortunatesituationthat directly completesthe boot-
strappingprocess.A getPeersrequestto therecommenderpeerwill directly give
substantialswarminformationandthebootstrappingpeercanstartbartering.This
situationis likely to occurwhenBuddyCastpreferencelistsspreadquickly overall
Tribler peers.Peerswill then�nd out what othersaredownloadingbeforethose

Figure4.8: Thecurrentnumberof peersin theswarm,thenumberof peersin the
post-barteringphaseandthenumberof onlinepost-barteringpeers.
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peershave �nished their downloads.
In Figure4.7b,therecommenderpeerhasleft theparticulardownloadswarm,but
is still in its post-barteringperiod. Upona requestfrom thebootstrappingpeer, it
will returnthelist of peersthat it knows from its barteringperiod.Whena partof
thesepeersis still active in the swarm, the local peerhas�nished bootstrapping.
The active peerscan be usedfor subsequentLITTLE BIRD requests.However,
whennoneof thepeersthatwerereturnedby thepost-barteringrecommenderpeer
areactive in the swarm, we have to do anotherdiscovery step(seethe situation
in Figure4.7c). ThebootstrappingpeercansendgetPeersrequeststo the inactive
peersand seeif one of them is in the situationthat it still knows active swarm
peers.A bootstrappingpeercancontinueto sendswarmdiscoveryrequestsaslong
asthereareonlinepeersthathave recentlyleft theswarm.It will either�nally �nd
active swarmmembers,or runoutof peersto request.
ThefactthatTribler peerswill still respondto getPeersmessagesrelatedto down-
loadswarmsthat they have recentlyleft simpli�es thebootstrappingproblem.In-
steadof �nding peersin acertainswarm,apeerhasto �nd peersthatareonlineand
have recentlybeenin this swarm. This is exactly the informationthat is provided
by theBuddyCastprotocol. In Figure4.8we show thetotal andonlinenumberof
peersin thepost-barteringperiodandthenumberof barteringpeersof theswarm
introducedin Chapter3. The total numberof peersin the post-barteringperiod
hasanexplosive growth. Thisgroupof peersis basicallyall usersthathadinterest
in the contentof the swarm. If we look at the online post-barteringpeersof this
swarm, we seethat sincetwo daysafter the swarm creationtheir numberalsois
larger thanthe numberof peerscurrently in the swarm. This proves that by en-
gagingpost-barteringpeersin thebootstrappingprocess,theprobabilityof quickly
discoveringaswarmhasincreasedconsiderably.
After aTribler peerhassucceededin bootstrappingandstartsbarteringin aswarm,
it will notsendrequeststo peersin thepost-barteringperiodanymore.Requestsare
only sendto otherbarteringTribler peers,in orderto keepthebandwidthoverhead
for post-barteringpeersto a minimum.
Bothfor bootstrappingandfor swarmdiscovery in generaltheonlineprobabilityof
peersin thecommunityis veryimportant.Theremaybemany peersholdingswarm
informationof aswarmthatsomepeerwantsto discover, but if mostof thesepeers
arecurrentlyof�ine, theswarmdiscovery still fails. In Section3.4.4wemeasured
that in the �lelist community, 40%of theusersthatwereonlineon an initial day
arestill onlineduring the 10 following days. Otherresearch[4] indicatesthat in
theetree community[25] this is 11.1%.Thesepromisinghighonlineprobabilities
will realizereliabledecentralizedswarmdiscovery in active communities.

4.5.2 Swarm coverage
Whena peeris bootstrapped,it knows at leastoneTribler peerin the particular
swarm.Thenit will usethispeerto maximizeits swarmcoverageandgetto know
asigni�cant partof theswarmpeers.
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The LITTLE BIRD protocolis designedto let peersdiscover all Tribler peersin a
swarmin a fastway. Thiscanberealizedbecausepeerswith ahigherlevel of con-
tribution areprioritizedduring thecreationof a peerlist. Thepeersthat aremost
valuableto a barteringpeerareexchanged�rst andpeerlistsarea qualitative se-
lection from theswarm insteadof a randomselection,which a BitTorrenttracker
would give. Tribler peers,with their additionalcontribution level, arealsopriori-
tized. Hence,a peerreceivesa growing numberof swarmdiscovery sourcesand
canmanageto getahighswarmdiscovery.
In thecurrentsetting,peerswill senda maximumof threegetPeersrequestsevery
10 minutes.Thenumberof requeststhatwill besendcanbe limited by a lack of
Tribler peersor load balancingrules(seeSection4.5.3). Every getPeersrequest
will returnapeerlistwith amaximumof 100peers,soapeercanreceiveupto 300
peersevery10minutes.
In Section4.5.3,we will explain how theuseof Bloom �lters preventsa request-
ing peerto receive peerinformationthat it alreadyhas. Exceptfor theef�ciency
improvement,theadditionof Bloom �lters in LITTLE BIRD alsoincreasestheex-
changeof new swarminformationandthusincreasesswarmcoverage.
In Section2.2, we describedthe possibility of swarm partitioning if thereis no
centraltracker, low swarm coverage,andhigh churn. In theory, a swarm could
becomepartitionedwhenusingour decentralizedprotocol. In practice,however,
therequestfrequency of LITTLE BIRD is highenoughto compensatefor thechurn
measuredin Section3.4.2.Thechurnmeasurementsshow thatduring10 minutes,
atmost5%of theswarmleavesandis replacedby new peers.
To analysethe probability of swarm partitioning,a swarm canbe modeledasa
undirectedgraph. In this model,peersareverticesin thegraphandfor eachtwo
peersthatknow eachother's network address,thereis anedgein thegraph. The
swarmcoverageof a peercanin this analogybeseenasthedegreeof therelated
vertex in the graph. A swarm is partitionedwhenthe graphthat canbe modeled
from it is not connected.A graphis connectedif thereexistsa pathbetweenany
two of its vertices.
We give two examplegraphsin Figure4.9,of which oneis connectedandoneis

non-connected graph with two components Connected graph

Figure4.9: Two graphswith sizevertices.Thegraphon the left is not connected
andconsistsof two parts. All verticeshave degreed(v) = 2. In the graphon
the right all verticeshave degreed(v) = 3 andmustbe connected,asstatedby
Theorem4.1.
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partitioned.WepresentTheorem4.1in orderto concludewhenswarmpartitioning
mightoccur.

Theorem 4.1 A graph G = (V,E) in which each vertex has a degree at least
equal to d |V |

2 e is connected.

Proof Assumethat all verticeshave degreeat leastequalto d |V |
2 e and that the

graphG is not connected,but consistsof p > 1 disjoint connectedcomponents
Vi ⊂ V , i = 1, . . . , p.
Thenthereexistsa componentVj with |Vj | ≤

|V |
p

. Then,for every vertex k in Vj,

the degreed(k) of k satis�esd(k) ≤ |V |
p

− 1 ≤ |V |
2 − 1, which contradictsour

assumptionthateveryvertex hasdegreeat leastequalto d |V |
2 e.

Whenwe interpretTheorem4.1 from a swarmperspective, it statesthat for each
swarmin which all peershave a swarmcoveragehigherthan50%,theswarmcan
not be partitioned. Assumethat the minimal swarm coverageis (50 + c)% in a
swarm, thenif c% of thepeersin this swarm leave, theminimal swarmcoverage
will still behigherthan50%andtheswarmcannot partition. This meansthatfor
the measured5% peersthat leave betweentwo subsequentLITTLE BIRD request
rounds,theswarmcannot becomepartitionedif theminimal swarmcoverageof
eachpeeris at least55%.

4.5.3 Scalability and load balancing
The designof L ITTLE BIRD wasforemostfocusedon its scalability. Therefore,
we chosefor anepidemicprotocolfor thecommunicationof swarm information,
seeSection4.2. L ITTLE BIRD is currentlycon�gured so that eachpeersendsat
mostthreerequestsevery 10 minutes.The averagenumberof requeststhateach
peerhasto respondto is equalto thenumberof requestssent.Theactualnumber
of getPeersrequeststhat a peerreceivesdependson the contribution of the peer.
Peerswith a high contribution level will be known by morepeersin the swarm
andaremorefrequentlyrequested.In additionto contribution,peerspreferto send
requeststo a variatedsetof peers. A requestingpeervaluesvariationof peers,
becauseif it requeststhesamepeerquickly afterapreviousrequest,thepeeris not
likely to have new swarminformation.
Therecouldbeasituationin whichasmallpartof all peersis verypopularandare
seenasvery contributive to the restof the swarm. Thesepeerswill thenreceive
moregetPeersrequeststhanthe others.We have addeda load balancingmecha-
nism to LITTLE BIRD in order to prevent suchan unbalancedload on peers. To
balancetheloadover thetotal swarm,eachpeermaintainsaninterval lengthI (in
minutes),which is includedin peerlists.Similar to thecentraltracker protocolof
BitTorrent,eachpeercansetthis interval to the time that it doesnot want to re-
ceive requestsfrom a requestingpeer. Peershave to respectthis interval, because
otherwisetheir level of contribution from thepoint of view of the responderwill
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decrease.Furthermore,the requestedpeerwill simply not respond,becausewith
the secureidenti�cation in Tribler, it canverify the complianceof the requester
with thetransferedinterval.
Peerswill setI to dynamicallymanagetheamountof overheadthey wantto spend
on handlinggetPeersrequests.Thevalueof I is calculatedby

I = max(30, 2 ·
r15

rm

), (4.8)

wherer15 is thenumberof receivedgetPeersmessagesin thelast15 minutes(for
all swarmsthat thepeeris active in) andrm is themaximumnumberof getPeers
messageswewanttohandleperminute.Wewill setrm equalto 4getPeersrequests
perminute,enablingthelocalpeerto serve120requestersthateachsendarequest
every 30 minutes. On average,a peercanbe in 12 swarmsbeforeit will set its
interval I to a valuegreaterthan30 minutesto stabilizethefrequency in which it
receivesrequests.
Theselimits give every peerenoughfreedomto sendgetPeersrequests.Whena
downloadswarmis big, therearemany candidatesto senda getPeersmessageto,
whenit is small,all peersin theswarmwill bereceivedduringthe�rst request(s).
Thechurnwill besominimal, thatthereis noneedfor requestsmorefrequentthan
every30 minutes.
The useof interval I only haseffect on the frequency of subsequentrequestsof
peers.Whenmany peerssendaninitial getPeersrequestto anoverloadedpeer, the
only optionthepeerhas,is to ignorepartof therequests..
TheconventionalBitTorrentcentralizedtracker returnsa list of randompeersfrom
theswarmupona request.Whena swarmis smallor whena peeralreadyknows
many peers,it is very likely to receive redundantpeers.Sincewe have improved
the 'memory' of a peerby theadditionof theswarmdatabase,theprobabilityof
receiving duplicatepeersis evenhigher.
For this reasonwe have includedthe list of currentlyknown peersin thegetPeers
message.This is implementedef�ciently usinga Bloom filter [12]. A Bloom�lter
is adensedatastructure,whichis usedto storeor testthemembershipfunctionof a
set[67, 13]. In our implementation,all known peersthatapeerhastriedto connect
to areincludedin a Bloom �lter , so that thereceiver of thegetPeersmessagecan
testwhichof hispeersarestill unknown to therequester. Only thesenew peersare
includedin thepeerlist,whichmakesthecommunicationmuchmoreef�cient. The
Bloom�lter inclusionis alreadybandwidthef�cient whenonly a few peerscanbe
left out, becausetheBloom �lter usesonly 16 bits peraddedpeerin thegetPeers
message.
A Bloom �lter is a probabilisticdatastructure,which introducesa false-positive
probability whentestingfor members.In our case,whena falsepositive occurs,
a peerwill not be includedin a peerlist,althoughit is new to the requester. The
false-positive probability for a Bloom �lter of 16 bits per elementsis 4.6 · 10−4,
which is solow thatthereductionin bandwidthis worth it.
Theresultingoverheadis shown in Table4.1. We assumethatanaveragepeerlist
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containstheinformationof 50peers,becauseof theuseof Bloom�lters. In reality
thismaybeless,becauseof theuseof aBloom�lter , whichwewill describebelow.

Average(pertorrent) Maximum(for t torrents)
Sendingrequests 3 24KBytes 3 · t 24 · t KBytes
Handlingrequests 3 24KBytes 40 320KBytes

Table4.1: Theoverheadin numberof requestsandbytesneededfor sendingand
handlingdistributedtracker requestsper10 minutes.

4.5.4 Incentive to cooperate
In Section2.2 we have alreadyexplainedthat peersneedto have incentives to
cooperate.Without suchan individual stimulus,therewill be lesscooperationin
thetotal community[20, 4]. In our implementationwehave realizedthis incentive
throughthede�nition of contribution.
A peerthat respondsto getPeersrequestsgainscontribution from theperspective
of therequestingpeers,becausetheir valueof swarmdiscovery activity Ca grows.
This will increasethe probability that otherpeersattemptto barterwith it in the
future andthusincreaseits downloadspeed.Cooperationwith the LITTLE BIRD
protocolalsomakesit morelikely that new peerswill connectto a peer. Hence,
investinga little amountof bandwidthin orderto senda peerlistis pro�table for a
peerevenfrom a individualisticpointof view.
Whena peeris in its post-barteringperiod for a certainswarm, it hasno direct
incentive to helpothersin thatparticularswarm.This is causedby thefactthatthe
contribution in our currentdesignis de�ned for eachpeerin eachswarm. Coop-
erationin a swarmthat a peerhasleft will increaseits contribution level for that
swarm,but not for futureswarms,wherethepeercanpro�t from it. It would bea
goodadditionto LITTLE BIRD to combinethecontribution levelsof a singlepeer
that is known from differentswarms.This additionwould give a peerin thepost-
barteringperiodan incentive to help bootstrappingpeers,becausethis help will
make it moretrustedin futureswarms.

4.5.5 Integrity and security
Now wehavereplacedatrustedcentralizedtrackerby distributedswarmdiscovery,
wehaveto implementamorestrict �ltering policy to ensureintegrity of ourswarm
database.Receivedpeerlistshavetobehandledasuntrusteddata.In Section2.2we
introducedthepollutionattackanddDoSattacksasmostimportantattacksto focus
on. We will show how LITTLE BIRD usesits contribution measureasprotection
againstthem.In Chapter5 we will evaluatetheeffectsof bothtypesof attackson
LITTLE BIRD.
The designdecisionto placethe initiative of swarm discovery on the sideof the
requestingpeeris a �rst protectionagainstthissortof attacks.A peeronly accepts
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a peerlistthat it hasexplicitly requested,so attackershave to provoke it to send
a getPeersrequestto them. This can only be doneby realizinga high level of
contribution throughcooperationand barteringof content. The load balancing
ruleswill makeonly onerequestper30minutespossibleto eachpeer. If anattacker
wantsto receive morerequests,it hasto createmultiplecontributive identities.
Whenanattacker hasmanagedto receive somegetPeersrequestsfrom theswarm,
it can return an erroneouspeerlist. The receiving peerswill add thesepeersto
their swarmdatabase,but this doesnot meanthereceivedpeersaretrusted.When
a connectionto a received peerfails or when the peerappearsnot to be in the
downloadswarm,thereliability of thepeeris directly setto zero. In this case,the
swarmdatabasehasthefunctionof ablacklistandconnectionsto thispeerwill not
beretried.Thesepeersarenotgivenasecondchance(aswasexplainedin Section
4.4.1),becauseafterthreehourstheir level of inheritedcontributionwill still betoo
low for reconnection.
Theseinconnectiblepeerswill alsonever be includedin peerlists. A responder
peerwill only includepeersto its peerlistthat it hashadan outgoingconnection
to. This check before you tell strategy is in facta very importantdesigndecision.
Correctpeerinformationmaybedisseminatedslower throughtheswarm,but we
canguaranteethatinconnectibleIP addressesarenever forwardedby honestpeers.
While reliablepeerinformationis spreadthroughtheswarmveryquickly usingthe
epidemicprotocol,pollution is not spreadat all. Hence,anattacker hasto infect
eachpeerindividually.
Whena portion of the peersfrom a peerlistcannot be connected,the contribu-
tion of the sourcepeerwill be reduced.Hence,the peersthat have received the
erroneouspeerlistfrom theattacker will in thefuturepreferotherpeersfor swarm
discovery. Whenthenumberof inconnectiblereceivedpeersexceedsthethreshold
Ta, de�ned in Section4.4.4,thesourcepeerwill beconsideredan incontributive
peer(attacker) for this swarm and is never includedin future peerlists. Conse-
quently, both the attackpeersas their pollutedpeerdatawill be will not be for-
wardedthoughtheswarm.If theattackersarereliablebarteringpartners,bartering
with themwill continue.
During a dDoSattack,theattacker peersattemptto spreadpeerinformationcon-
sisting of a single IP address.The goal is to incite the incite the other Tribler
peersin a swarm to connectto this addressandoverloadthe victim's computer
(seeFigure2.1). Our contribution measureis designedin sucha way that it can
becalculatedbeforewe attempta connectionto a peer, becausewe would already
participatein the dDoSattackby attemptingconnectionsto peersreceived from
theattackers. This solutionletspeersignorethepeerlistsreceived from attackers
andconnectonly to themorereliableones.
We have alsocreateanadditionaldefensemechanismagainstdDoSattacks.Each
peerselectionstep,connectionswill only be attemptedto peerswith different IP
addresses.Whena peerhasreceivedmany peeraddressescontainingthesameIP
address,it will connectto only oneof theseaddressesperminute.
With thesetwo solutions,an attacker canonly incite a Tribler peerto connectto
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a singleIP addressonceevery selectionstep(executedevery minute),until theat-
tacker is found to be incontributive andit will not be requestedanymore. From
dDoSattackmeasurements[55] canbeconcludedthatactualattacksusea packet
rateof morethan1000packetsper second.With the currentcon�gurations,at-
tackerswouldneed60,000peersfor suchaminimal attack.Soon,thesepeerswill
concludethatthesourcepeerof theinconnectibleIP addressesdoesnotcontribute
to theprotocolandstopall togetherwith connectingto thevictim. Theonly way
to continuetheattackis by creatingnew identitiesand�ood thethousandsof peers
again.
We concludethat the attackresilienceagainstdDoS attacksin LITTLE BIRD is
suf�cient, becauseit costsmore bandwidthfor an attacker to incite other peers
to help in theattack,thanto make connectionsto thevictim itself. Hence,using
Tribler peersto executeadDoSattackis notpro�table.
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Chapter 5

Evaluation
Don’t be too timid and squeamish about your actions. All life is

an experiment. The more experiments you make the better.

— RalphWaldoEmerson

In this chapterwe evaluatethe performanceof LITTLE BIRD. We have carried
outanexperimentto testLITTLE BIRD decentralizedbootstrappingandtwo large-
scaleemulationsto testthegeneralperformanceof LITTLE BIRD andtheperfor-
manceunderattack. To realizetheselarge-scaleemulations,we have developed
CROWDED, a trace-basedswarmemulationenvironmentfor theDAS-2supercom-
puter. CROWDED makesit possibleto useoneof our swarmmeasurementsfrom
Chapter3, andreproducetheswarmbehavior by startingor stoppingTribler appli-
cationsfor eachjoining or leaving peer.
In Section5.1, we presentthehardwaresetupsthatwe usedfor our threeexperi-
ments.We describetheCROWDED emulationenvironmentin Section5.2. In Sec-
tion 5.3, we evaluatethe decentralizedbootstrappingof LITTLE BIRD on a small
scale.We demonstratehow LITTLE BIRD successfullyrealizesfully decentralized
bootstrapping.In Section5.4, we usethe CROWDED environmentto emulatea
swarmof LITTLE BIRD-supportingpeersandevaluatethegeneralperformanceof
the swarm discovery. We show that all peersmanageto discover the majority of
theswarm.In Section5.5,weemulateadDoSandpollutionattackonaswarmand
seeif theprotocolis resilientagainstmisuse.

5.1 Hardware setup
Wehaveusedtwo hardwaresetupsfor ourevaluations.Theevaluationof theboot-
strapfunctionalityof LITTLE BIRD wascarriedout on a singlecomputer. For this
experimentwe did not needsigni�cant computationpower. Theotherevaluation
experiments,presentedin Sections5.4 and5.5, areconductedon the Distributed
ASCI Supercomputer2 (DAS-2).
The DAS-2 is a wide-areadistributed computerof 200 Dual Pentium-III nodes
[23]. The machineis built out of � ve interconnectedclustersof workstations,
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locatedat Vrije UniversiteitAmsterdam,LeidenUniversity, University of Ams-
terdam,Delft University of TechnologyandUniversity of Utrecht. We choseto
usethe DAS-2 in orderto have enoughcomputingpower at handto emulatethe
measuredBitTorrentswarmswith theactualTribler software.Hence,wecancarry
outa realisticanalysisof how LITTLE BIRD performsin combinationwith BitTor-
rent.For theexecutionof theseemulationwehavecreatetheCROWDED emulation
environment.

5.2 CROWDED emulation environment
We have designedthe CROWDED environmentto emulatea completeswarm by
executingthe actualTribler applicationson a supercomputer. TheseTribler ap-
plicationssupportthe LITTLE BIRD swarm discovery protocol,so that it canbe
evaluated.CROWDED needsasinputdatatheswarmbehavior measurementsfrom
the�lelist community(seeSection3.4.3).It will thenreenactthebehavior of each
peerin theswarm,by startingaTribler applicationoneachmeasuredjoin-moment
of thepeerandstoppingit whenthepeerwasfoundto have left theswarm.
We have usedtwo grid computingtools for the operationof CROWDED, namely
Koala andGrenchmark. Koalais a grid scheduler[54] that hasbeendesignedat
thePDSgroupin Delft. Koalaofferssimultaneousallocationof nodesin multiple
clustersof theDAS-2to anapplication,in orderto �e xibly useDAS-2nodesinde-
pendentof their cluster. Grenchmark[40] is a grid benchmarkingtool, which we
usedfor the initiation andtiming of our emulations.This softwareis designedto
launchmany simultaneousjobsto asupercomputergrid in orderto benchmarkthe
job scheduleror othergrid middle-ware. We have extendedtheworkloadsubmit-
terpartof Grenchmark,sothatit cansendemulationcommandsto theCROWDED
environment.
CROWDED canbe comparedto theSymptopsimulationtoolkit for P2P networks
[73], whichhasbeendevelopedasaMSc. projectin thePDSgroup.Symptopalso
runsP2P applicationsto emulateandanalysetheirbehavior in anetwork. Its design
wasfocusedon theGnutellaandOvernetP2P networks. We decidedto build the
CROWDED environment,becauseSymptoplacksthe input format andthe output
statisticsthatwouldbepracticalfor ourtrace-basedemulations.In Symptop,peers
behave basedon distributions of, for instance,join-rateandlife time. We value
our approachto do trace-basedemulationsin which peerbehavior is not basedon
staticdistributions,but on measuredbehavior. Theoutputstatisticsof CROWDED
alsoenableusto extractdetailedstatisticsabouttheLITTLE BIRD protocol,where
Symptop's outputis focusedonraw measurementof connectionsandbandwidth.

5.2.1 Architecture
The CROWDED environmentconsistsof the main controller anda seriesof node
listeners, seeFigure5.1. The main controllerreceives startandstopcommands
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from the Grenchmarkworkloadsubmitterin real-time. It hasthe taskof routing
thesecommandsto the correctnodelistener. The nodelisteners,which run on
computingnodeson theDAS-2, receive thesecommandsandexecutethem. The
nodelistenerto starta new Tribler applicationon, is selectedbasedon two rules.
Whena userjoins the swarm for the �rst time, the relatedTribler applicationis
startedon thenodelistenerthatrunsthefewestusers.This ruleguaranteesthatthe
Tribler applicationsof all usersareevenly dividedover all DAS-2 nodes.Whena
peerjoins theswarmfor a subsequentsession,it will berun on thesamenodeas
the previous sessions.The working directoryof the peerhasbeenstoredon this
particularDAS-2 node,so that the usercanaccessits own swarm database,data
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�les, andothercon�guration.
An emulationexperimentis executedasfollows. First, the CROWDED maincon-
troller is started.Then,DAS-2 nodesareallocatedon the supercomputerusing
theKoalagrid scheduleranda CROWDED nodelisteneris startedon eachof them.
Thenecessarynumberof nodesdependson thesizeof theemulation.Eachnode
listenerhandlesthe control of the nodeby preparingit for the experiment,run-
ning andstoppingTribler applications,andacquiringemulationstatisticsafterthe
emulationhasended.During thepreparationof theexperiment,thenodelisteners
copy the Tribler sourcecodeto the local nodeandnotify their ready-stateto the
CROWDED maincontroller.
After all nodelistenershavenoti�ed themaincontrollerthatthey arestandingby to
receive commands,themaincontrollerstartstheGrenchmarkworkloadsubmitter
andbegins to receive commands.The commandsarethenroutedto the correct
nodelisteners. Therearefour commandsthat the main controllercansendto a
nodecontroller:

• Start [peername]- Starta Tribler applicationasa leecherunderthe node
controller.

• Seed[peername]- Starta Tribler applicationasa seederundernodecon-
troller.

• Stop[peername]- StopaTribler applicationon thisnode.

• Kill - Stopall Tribler instanceson this node,copy acquiredstatisticsto the
storageserver andquit thenodecontroller.

Whenanodelistenerreceivesa start commandfor peerp, it checksif it is the�rst
sessionof peerp in theswarm. If it is, a working directoryis createdandTribler
is started. Otherwise,a Tribler applicationis startedusing the existing working
directoryfrom previoussessions.Theworkingdirectorystoresamongotherthings
the swarm databaseand(in)completedownloaded�les. Hence,a peerwill keep
theknowledgestoredin theswarmdatabaseover multiplesessions.
Figure5.1showshow themaincontrollerreceivesthecommandstart peer 001 and
routesit to node0. Thenodelisteneronnode0 receivesthecommandanddirectly
startsa new Tribler applications(seeFigure5.2). A uniquelisteningport number
andworkingdirectoryareassociatedwith peer001,sothatit canbeconnectedby
otherpeersin theswarm.
The nodelistenerstartsall Tribler applicationsin nice cpu, which lets the oper-
ating systemscheduletheir processeswith a priority lower thanthat of the node
controllerprocess.This increasesthe responsivenessof the nodecontrollerand
prioritizestheexecutionof commandsabove theoperationof aTribler application.
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Computation nodelimitations

We createdthe CROWDED environment in order to run many Tribler programs
in parallelon a limited numberof supercomputernodes.For an emulationof a
swarmthathasa certainmaximalsize,we like to know how many DAS-2 nodes
we need.With theknowledgethat CROWDED dividesTribler applicationsevenly
over theavailablenodes,we needto know how many Tribler applicationscanrun
on a singlenode. To get a notion of this, we have measuredthe 1-minuteload
of a DAS-2 nodeunderdifferent numbersof running Tribler applications. The
systemload describesthe amountof work that a computersystemis doing [21].
Theresultsareshown in Figure5.3,whichhasa logarithmicverticalaxis.
Whena small numberof Tribler applicationarerunning,the load is smallerthan
1.0andthustheprocessesof theTribler applicationsarequickly scheduledwhich
guaranteessmoothoperation.Above 13 Tribler applicationson singlenode,the
load startsto rise fasterandexecutionof the Tribler applicationbecomesslower.
This situationdoesnot resembleTribler executingon a personalcomputerany-
more.Therefore,weconcludethatpernode,amaximumof 13Tribler applications
canrun underrealisticcircumstances.During thelarge-scaleemulationsof Chap-
ter5, wherewe let up to 13 Tribler applicationrun pernode,it showedthatin this
settingthecpuis fully used.

Experimental statistics

After we have performedan emulationin the CROWDED environment,the emu-
lation statisticsaregathered.To generatethesestatistics,eachTribler application
writesall protocoldetailsto a separatelog �le. Fromtheselog �les theemulation
is analyzed.Thefollowing statisticsareextractedfrom thelog �les of eachTribler
application:

• Sessioninformation. Theonlineandof�ine timesof all peersarestoredin
orderto recalculatethe actualswarm sizeandrelateotherstatisticsto the

Figure5.3: The 1-minuteload of a DAS-2 nodeasa function of the numberof
Tribler programsscheduledon thatnode.
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sessionlengthof peers.

• Swarmcoveragedata.Eachpeerstoresaperiodiclist of all IP addressesthat
it knows in theswarm. During theanalysis,theseIP addressesarematched
againsttheonlineinformation,resultingin theswarmcoverageof eachpeer.

• L ITTLE BIRD communication.Thenumberandbandwidthof theoutgoing
andincomingLITTLE BIRD messagesarestored.Thisgivesaninsightto the
bandwidthusagesandloadbalancingof theprotocoloneachmoment.

• Securitystatistics.To testthe resilienceof theprotocolagainstincorrectly
communicatingpeers,wehavedoneexperimentsin whichapartof thepeers
triesto pollute therestwith falseIP addresses.Theexactnumberof pollu-
tion broadcastedandthenumberof connectionattemptsto thesefake IPs is
logged.

We combinetheinformationfrom all log �les to createstatisticsthatdescribethe
completeswarm.Wewill presentthesestatisticsin Chapter5, wherewehaveused
CROWDED extensively.

5.2.2 Proof of concept
In this sectionwe will performa simpleexperimentin orderto show the correct
operationof theCROWDED environmentin practice.Theexperimentconsistsof the
creationof aworkload�le for theGrenchmarkworkloadsubmitter, theemulation,
andthepresentationof thestatistics.Normally, theworkload�le is createdfrom
our BitTorrentmeasurements.To keeptheexperimentsimple,we will createthis
workload�le by hand,containinga miniatureswarmwith threepeersrunningon
two nodes. Table5.1 shows which join and leave timesof the threepeerswere
storedin ourworkload�le.

Jointime(minute) Leave time(minute) Seeder/leecher
Peer0 0 18 seeder
Peer1 6 18 leecher
Peer2 12 24 leecher

Table5.1: The join andleave timesin minutesafter startof theemulationof the
threepeersin oursmallexampleswarm.

After wehave startedCROWDED with ourworkload�le astheinput, thethreeTri-
blerapplicationshave joinedandleft theminiatureswarm,reenactingthebehavior
thatwede�ned. They useacentraltracker for swarmdiscovery, becauseour focus
liesontheoperationof CROWDED. Theemulationis �nished after24minutes.The
log �les of themaincontrollerandtheTribler applicationsshow thattheemulation
hasbeenexecutedasplanned.
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00:49:42 - Sending seed peer_000000 to node (’node308’, 6050)
00:49:42 - node308: 1, node319: 0, TOTAL: 1

00:55:42 - Sending start peer_000001 to node (’node319’, 6050)
00:55:42 - node308: 1, node319: 1, TOTAL: 2

01:01:42 - Sending start peer_000002 to node (’node319’, 6050)
01:01:42 - node308: 1, node319: 2, TOTAL: 3

01:07:42 - Sending stop peer_000001 to node (’node319’, 6050)
01:07:42 - node308: 1, node319: 1, TOTAL: 2
01:07:42 - Sending stop peer_000000 to node (’node308’, 6050)
01:07:42 - node308: 0, node319: 1, TOTAL: 1

01:13:42 - Killing all nodes...
01:13:42 - Sending kill to node (’node308’, 6050)
01:13:42 - Sending kill to node (’node319’, 6050)
01:13:42 - Ready killing all nodes.

Log File 5.1: Snippetsof thelog �le of theCROWDED maincontroller.

00:49:42 - Starting peer peer_000000 on 130.161.211.208:9000
01:07:42 - Stopping peer peer_000000

00:55:42 - Starting peer peer_000001 on 130.161.211.219:9000
01:07:42 - Stopping peer peer_000001

01:01:42 - Starting peer peer_000002 on 130.161.211.219:9001
01:13:42 - Stopping peer peer_000002

Log File 5.2: Snippetsof thelog �les of thethreeTribler applications.

Log File 5.1 shows snippetsof the CROWDED maincontrollerlog �le. Eachline
startswith a timestamp,followedby a loggingmessage.Theseloggingmessages
describethetransferof commandsto selectednodesandthenumberof Tribler in-
stancesrunningon eachnode. Accordingto the log �les, peer0 wasstartedon
node308andpeers1 and2 on node319.We concludethat the CROWDED envi-
ronmentmanagesto distribute new Tribler applicationsevenly over the allocated
nodes.Eachof the threenew Tribler applicationsis startedon thenodewith the
fewestrunningclients. The number6050indicatesthe listeningport of thenode
listeners,which is usedto communicatewith the main controller. At the endof
theexperiment,all nodecontrollersreceive thekill commandandtheexperiment
is ended.
We will alsolook at the log �les of the threeTribler applicationsthat have been
running. The sessioninformationfrom theselog �les is shown in Log File 5.2.
Fromthe log �le snippets,we canseethat thenodecontrollerscorrectlyassigned
uniquelisteningportsto theTribler programs.Also, thestartandstoptimescorre-
spondwith thosede�ned in our workload�le. The IP addresses130.161.211.208
and130.161.211.219belongto node308andnode319respectively.
In Figure5.4,we show theswarmsizeof our miniatureswarmandthedownload
progressionof thetwo leecherpeers(peers1 and2). Theswarmsizefollows ex-
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actly thejoin andleave timesof thepeersthatwestatedin theworkload�le aswe
alreadysaw in theloggingdata.ThisprovesthattheCROWDED environmentman-
agesto reenactswarm behavior by the controlledstartingandstoppingof peers.
Thedownloadprogressionof peer1 andpeer2 shows thatduringtheexperimenta
genuineBitTorrentswarmis formedin which thepeerscanbarterwith eachother.

We will usethe CROWDED experimentalenvironmentfor the emulationsin Sec-
tions5.4and5.5.

5.3 Bootstrap evaluation

In this section,we show thattheLITTLE BIRD protocolmakescontentandswarm
discovery possiblewithout a centralBitTorrenttracker. We give an examplesit-
uation in which a peerhascreateda torrent �le without a tracker addressand
distributesthis trackerlesstorrent throughthe BuddyCastprotocol. Otherpeers
discover thenew contentandperformtheswarmdiscovery bootstrappingthrough
theLITTLE BIRD protocol,asexplainedin Section4.5.1.

Figure5.4: Theswarmsizeof ourexampleswarm(top)andthedownloadprogres-
sionof leecherspeer1 andpeer2 (bottom).
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5.3.1 Trackerless content distribution
Trackerlesscontentdistribution startswith a contentcreatorpeer, which createsa
torrent �le without a tracker address.During the sessionsof the contentcreator
peer, this torrent �le will be automaticallybe transferedto otherpeersusingthe
BuddyCastrecommendationprotocol.Any Tribler peerthat is onlinemayreceive
a BuddyCastpreferencelist including the newly sharedtrackerlesstorrent. For
simplicity we have createdthefollowing setup.
In oursetup,therearetwo swarms:

• Swarm A - The trackerlessswarm relatedto torrent �le A, the trackerless
torrentof thecontentcreatorpeer.

• SwarmB - Anotherswarm(with a centraltracker). In this swarmthepeers
will have their initial contact.

Furthermore,we distinguishthreepeers:

• Peer1 - ThecontentcreatorTribler peer.

• Peer2 - An additionalTribler peer, joining swarmB.

• Peer3 - An additionalTribler peer, joining swarmB afterpeer2 hasleft.
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Figure5.5: Peer2 andpeer3 discover thecontentof trackerlessswarmA througha
BuddyCastexchangewith peer1. Whenthey decideto join thetrackerlessswarm,
they receivethepeerlistof swarmA frompeer1 throughtheLITTLE BIRD protocol.
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secover: dns task send message BUDDYCAST (’130.161.158.27’, 9002)
metadata: read torrent Seilrolle.mov.torrent
"Seilrolle.mov.torrent": "seeding" (100.0%) - 1P0s0.000D u2.8K/s-d0.0K/s u64K-d0K

secover: dns task send message BUDDYCAST (’130.161.158.27’, 9003)
metadata: read torrent Seilrolle.mov.torrent
"Seilrolle.mov.torrent": "seeding" (100.0%) - 2P0s0.099D u14.5K/s-d0.0K/s u5248K-d0K

Log File 5.3: Snippetsof thelog �le of peer1.

Thefollowing setof eventsareatypicalwayin whichpeers2 and3 coulddiscover
thecontentandtheswarmmembersof trackerlessswarmA. Thefour stepsbelow
areshow in Figure5.5.
Initially, peer1 will be theonly peerin swarmA, becauseit is theonly peerthat
hasa copy of the contentandknows aboutits existence.Peer1 is alsobartering
in swarm B, whereit �nds peer2. Becauseboth peerssupportthe BuddyCast
system,they decideto exchangepreferencelists (seeFigure 5.5a). Peer2 will
hence�nd outaboutthecontentthatpeer1 hasinjectedanddownloadstorrent�le
A. We assumethatthenewly injectedcontentmatchesthetasteof peer2 andit is
recommended.Peer2 decidesto downloadthenew content.
BecausetorrentA hasno tracker associatedwith it, LITTLE BIRD will discover the
swarm,asexplainedin Section4.5.1.Theinformationfrom BuddyCastis copiedto
theswarmdatabaseandpeer1 is foundto beanactivepeerin swarmA. Whenpeer
2 sendsagetPeersrequestto peer1,peer1 respondswith apeerlistcontainingonly
itself, becausethereareno otherpeersin swarmA. Peer2 hasnow joinedswarm
A andstartsbarteringwith peer1. Becausepeer2 has�nished downloadingin
swarmB, it leavesthatswarmandis only active in swarmA (seeFigure5.5b).
Peer3 also�nds peer1 duringthebarteringprocessin swarmB, andthey exchange
preferencelists (seeFigure5.5c).Peer3 decides,just like peer2, to downloadthe
contentof trackerlessswarmA. Whenit sendsa getPeersrequestto peer1, it will
receive apeerlistwith all peersin swarmA (in thiscasepeer1 andpeer2). Peer3
canstartbarteringin swarmA afterconnectingto peer2, andits swarmdiscovery
is �nished (seeFigure5.5d).
Note that swarm B wasonly addedto this setupto make surethesethreepeers
would exchangepreferencelists with eachother. In practice,a Tribler peerex-
changesits preferencelists with peersin all swarmsthatareactive. This leadsto
fasterpropagationof knowledgethroughthenetwork andhencefastercontentdis-
covery. To reducethecomplexity of thisemulation,we left all otheronlineTribler
peersoutsidethescope,sothatpeers1, 2 and3 would only BuddyCastwith each
other.

5.3.2 Emulation results

To evaluateif thecontentandswarmdiscoveryusingBuddyCastandLITTLE BIRD
workscorrectly, wehaveperformedtheeventsdescribedin Section5.3.1with three
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secover: dns task send message BUDDYCAST (’130.161.158.27’, 9001)
DisTrackerClient(Seilrolle.mov): Found 1 torrent owners (1 not yet in swarmDB)
DisTrackerClient(Seilrolle.mov): known_peers 130.161.158.27:9001
"Seilrolle.mov.torrent": "1:17:00" (0.1%) - 0P1S0.000D u0.0K/s-d10.9K/s u0K-d64K

Log File 5.4: Snippetsof thelog �le of peer2.

secover: dns task send message BUDDYCAST (’130.161.158.27’, 9001)
DisTrackerClient(Seilrolle.mov): Found 2 torrent owners (2 not yet in swarmDB)
DisTrackerClient(Seilrolle.mov): known_peers 130.161.158.27:9002,130.161.158.27:9001
"Seilrolle.mov.torrent": "0:39:44" (2.4%) - 1P1S0.113D u8.0K/s-d21.7K/s u368K-d1280K

Log File 5.5: Snippetsof thelog �le of peer3.

actualTribler applicationson a singlemachine.SwarmB is implementedusinga
torrentwith a centralBitTorrenttracker.
For ourexperiment,weusea text-modeTribler version.Insteadof usersthatclick
to downloadacertainrecommendedtorrent,wemovetorrentsfrom therecommen-
dationdirectoryto thedownloaddirectoryto downloada recommendedtorrent.
In the log �les of the threeclientswe canseethe whole bootstrapprocessbeing
executed.We have extractedtheimportantlinesfrom eachlog �le andshow them
in Log Files5.3, 5.4, and5.5. The IP addressin theselog �les (130.161.158.27)
belongsto thehostonwhichweconductedtheexperiment.Thepeerscanbeidenti-
�ed by theirlisteningport,whichissetto9001for peer1,9002for peer2,and9003
for peer3. Thetrackerlesstorrentinjectedby peer1 is calledSeilrolle.mov.torrent
andformsswarmA.
In Log File 5.3,the�rst threelinesindicatethecommunicationwith peer2. Firstly,
preferencelists areexchangedby sendinga BuddyCastmessageto peer2. Then
thetorrent�le of swarmA is sentto peer2 by themeta-datahandler. On thethird
line, thebarteringstatisticsof peer1 areshown. The interestingpartsof this line
for thisanalysisare:

• SeilRolle.mov.torrent- indicatingthatthetorrentof swarmA is bartered.

• 1P0s- indicatingthatpeer1 is barteringwith 1 leecherand0 seeders.

• u2.8K/s-d0.0K/s- theuploadanddownloadspeedof thebarteringprocess.

We concludethat peer1 is barteringin swarm A with peer2. Thesestepsare
repeatedduring thecommunicationwith peer3, shown in lines4–6. Eventually,
peer1 is barteringwith both peersin swarm A (indicatedby thestring '2P0s' in
line six).
In Log Files 5.4 and 5.5 we seethe sameactionsfrom the side of peers2 and
3. Firstly, the transferof a BuddyCastmessage,which resultsin the discovery
of swarm A and the receptionof torrentSeilrolle.mov.torrent. Whenthe peer2
choosesto download this torrent, it �nds one torrent owner. We usedthe name
torrentowner in our log �les whenreferringto recommenderpeers.Peer2 �nds
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thatrecommenderpeer1 is still active in swarmA andstartsbarteringwith it. Log
File 5.4 line 4 shows its barteringstatisticsindicating that it is barteringwith 1
seeder(peer1) and0 leechers.Peer3 even�nds two recommenderpeers(peers1
and2) andLog File 5.5 line 4 shows that it is barteringwith 1 seeder(peer1) and
1 leecher(peer2).
Weconcludefrom theseresultsthatthecontentandswarmdiscoverybootstrapping
havebeenexecutedaspredicted.BuddyCastmanagestheexchangeof contentand
recommenderpeersbetweenswarms,while theLITTLE BIRD protocolhandlesthe
exchangeof swarm discovery informationwithin the swarms. The combination
of thetwo realizesdecentralizedbootstrappingwithout any needof theBitTorrent
tracker.

5.4 General performance evaluation
We have evaluatedour LITTLE BIRD swarmdiscovery protocolin depthusingthe
CROWDED emulationenvironmentpresentedin Section5.2. With CROWDED we
canevaluatehow our protocolwill performin a real life swarm. In this section
wepresentthedetailsof ourexperimentandto whatextendtheprotocolmeetsthe
designrequirementsfrom Chapter2.

5.4.1 Emulation properties
For ourprotocolevaluation,wechoseaswarmwith realisticpropertiesin sizeand
churn,undertherestrictionthatit couldbeemulatedon theDAS-2clusterin Delft

Figure5.6: Statisticson theDelft DAS-2 clusterfrom Ganglia:Thecpuusageof
thecluster(top),andtheloadof thecluster(bottom).
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accordingto the limitations describedin Section5.2. The processingpower of
theDAS-2 nodesrestrictsus to emulateBitTorrentswarmswith a maximumsize
of 300peers.Theusageof theDAS-2 supercomputeralsolimits the time within
whichourexperimentshave to beconducted.Wechoseaswarmwith 1430unique
peersanda maximumsizeof 305peers,which we will emulatethe�rst 2.5 days
after creation. This is the most interestingperiod in the life-cycle of the swarm
including the �ash-crowd period,maximalswarm size,andvery high churn. We
have reducedthe emulationtime by conductingthe emulationunderaccelerated
time. Therefore,we have changedtheswarmbehavior andprotocolcon�guration,
sothatall eventshappen� ve timesfaster.
We have evaluatedthecontentdiscovery bootstrappingstepalreadyin theexper-
iment in Section5.3.1. In this experimentwe will thereforeskip this stepand
directlygive eachpeerthecontactinformationof asinglepeerin theswarmwhen
it wantsto join. This is doneby a centralizedBitTorrenttracker. In practice,users
would receive thesecontactsusingswarmdiscovery bootstrapping.Whena peer
hasreceived thesinglepeerfrom thecentralizedtracker andhassenta successful
getPeersrequestto it, it is consideredbootstrappedandincludedin thestatistics.
Wewill focuson theperformanceof LITTLE BIRD in theseemulations,andnotso
muchonthedownloadprogressionof thepeersin theswarm.Still wehavemadea
distinctionbetweenpeersthatstartasaseederandthosethatstartasa leecher. The
ninepeersthatwereonlineonthemomentthatourscrapersoftwareinitially found
this swarm will join asseeders,while all subsequentlyjoining peerswill join as
leechers.
Figure 5.6 shows the load and cpu usageof the completeDAS-2 Delft cluster
during this emulationexperiment,asgeneratedby the clustermonitoringsystem
Ganglia[32]. For this experiment28 supercomputernodeswereused. The load
graphshows thattheloadof theclusterfollows thesizeof theswarm(compareto
Figure5.7). Themaximumloadwasaround250,which is a loadof almost9 per
allocatednodeon which 11 Tribler applicationswererunning.This is higherthan
expectedfrom Figure5.3,becausethereis moreactivity in theTribler applications
duringthe�ash-crowd periodthanduringtheloadexperiment.
Thecpuusagegraphshows the'nice cpu' usageof theTribler instancesandsome
systemcpuusage.In total,weuseupto 90%of thecpuof thecluster, with 90%of
thetotal numberof nodesallocated.Hence,theprocessingpower of theallocated
nodesis almostfully usedduring the experiment. Both the load andcpu usage
metricsshow thattheseemulationsusethefull capacityof theDAS-2cluster.

5.4.2 Swarm coverage
Swarmcoverageis thepartof theswarmthatapeerknows,asexplainedin Section
2.2. We will evaluateif the LITTLE BIRD protocolmanagesto give peersa large
enoughshareof theswarmin orderto barterfastand�e xibly.
First, we will look at the progressionin swarm coverageof a singlepeerp. We
choseoneof the peersthat hasjoined soonafter the creationof the swarm and
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Figure5.7: Theswarmcoverageof oneof theinitial peersin theswarm.

Figure5.8: Theaverageswarmcoverageof all thepeersin theswarm.
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have shown its swarmcoveragein Figure5.7. During the �ash-crowd periodthe
numberof known peersof peerp risesquickly with theswarmsize,until it knows
around220onlinepeers.Thenit becomesharderto �nd morepeers,becausethe
leave-ratebegins to increaseso that morepeersin the swarm databaseof peerp
becomeout-dated.Its numberof known peersremainsstableuntil peerp leaves
theswarmafterasessionof 33hours.It' s swarmcoveragehasincreasedto almost
100%duringthissession.

Figure5.9: Statisticsof theswarmcoverageof all thepeersasa functionof their
onlinetime in theswarm. Thetop �gure shows dataof theacceleratedemulation
whereheavy load reducedthe quality of swarm discovery for somepeers. The
bottom�gure shows thedataof theshorteremulationwithoutacceleratedtime.
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Whenwe combinetheswarmdiscovery informationfrom all peersin theswarm,
we cananalyzethebehavior of theswarmcoveragein thetotal swarm. Figure5.8
shows theminimum,averageandmaximumknown peersof all peersin theswarm
over time. Theaverageswarmcoverageis givenaspercentageof theswarmsize
after10, 20, 30, and40 hours. We canconcludethat theaveragecoveragein the
rangeof 65–95%of the swarm is morethanenoughfor downloading. After 40
hoursthereareevensomepeersthathave discoveredthecompleteswarm.
At �rst sighttheminimumnumberof known peersin theswarmseemsinsuf�cient
for BitTorrentdownload,becauseit swingsup anddown between0–100known
peers.In reality, thepeersthatcausetheminimumto bevery volatile areall peers
that have just joined the swarm. When,after a coupleof LITTLE BIRD requests,
their swarmcoveragerises,theminimumwill risewith it. A shortmomentlater, a
new joining peerwill draw theminimumswarmcoveragedown again.This way,
theminimumnumberof peerskeepsswingingup anddown. Theminimumvalue
swingsup to around100 peers,becausethat is the maximumnumberof peers
receivedfrom asinglerequest(maximalpeerlistsize).Weconcludethatpeersthat
have a low swarmcoveragehave joinedtheswarmrecently.
To give more insight in how the swarm coveragedependson the online time of
peers,we createdFigure5.9 (top), which shows theswarm coverageof all peers
in the swarm asa function of the time that they have beenonline. For eachon-
line time, theminimal,10thpercentile,average,andmaximalswarmcoverageare
plotted.
The averageswarm coverageis alreadyhigh (55%) whenpeershave just joined
theswarmandincreasesquickly in the�rst hours.Theaveragerisesupto 90%for
peersthathave swarmsessionslongerthana day. Themaximumswarmcoverage
lies closeto 100%for all onlinetimes,indicatingthatmany peersmanageto dis-
cover thewhole swarm. Thereareeven peersthat have a 100%swarmcoverage
directlyafterjoining theswarm.Theswarmdatabaserealizesthis instantcoverage
throughthestorageof peerinformationfrom previoussessionsin this swarm,and
givesthepeera full view without additionalrequests.This shows theaddedvalue
of theswarm database,which increasestheperformanceof Tribler by giving it a
'memory'.
The minimum swarm coveragein Figure 5.9 (top) shows that all peersthat are
longeronline thantwo hourshave effectively discoveredtheswarm. Somepeers
thathave beenshorteronlinestill have no swarmcoverage,but this is only a very
small subset(21 out of the total 1430peersneedanhour; 1 peerneeds2 hours).
Whenwelook atthelog �les of thesepeersin detail,we�nd thatthey havebecome
victimsof communicationerrorsandthereforecouldnotdiscoverareasonablepor-
tion of theswarmin a shorttime. Only afterrepetitive attemptsthepeersmanage
to requesthalf of theswarmpeers.
Thesecommunicationerrorsoccurbecausewehave increasedtheloadon theTri-
bler applicationsby executingthe protocolunderacceleratedtime. Somepeers
becometemporarilyirresponsive by heavy loadandignorea receivedgetPeersre-
quest.Herewe seethatour approachto carryout realisticemulations,alsogives
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detailedfeedbackaboutweaknessesin thecurrentimplementationof LITTLE BIRD.
In Section5.4.3,we will give a moredetaileddescriptionof this implementation
issue.
Whenwe conductthe �rst 12 hoursof this sameemulationwithout accelerated
time,shown in Figure5.9(bottom),weseethatall peerseasilydiscover theswarm.
The minimal swarm coverageand10th percentilearesigni�cantly higher in this
graphandthereareno peersthat needadditionalgetPeersrequestto discover a
signi�cant partof theswarm. We concludethat LITTLE BIRD would performfar
betterin realitythanit doesin theacceleratedexperimentspresentedin thischapter,
wheretheprotocolis testedunderaheavy load.
Theaverageswarmcoverageis reducedby thefact thatpeersonly broadcastnew
discoveredpeerswhenthey aresurethatthey areconnectible,which is oneof our
importantsecuritydesignstepsthatensuresthatpollution is not spreadthroughout
theswarm. This check before you tell strategy canform a bottleneckfor thespeed
at which new IP addressesarecommunicatedinsidetheswarmandtherebylower
the averageswarm coverage. The acceleratedtime of our emulationsincreases
this effect. Still, with this limitation, LITTLE BIRD provideshigh quality swarm
coverage.With this high swarmcoverageall peersin theswarmhave managedto
downloadthe�le from thenineinitial seeders.Theonly exceptionswere32 peers
thathadsuchshortsessions,thatthey hadno time to useLITTLE BIRD.
Consideringtheswarmcoveragedataresultingfrom our experiments,we cansay
the following aboutswarm partitioning. Figure5.9(bottom)shows that all peers
thatarelongeronline thanonehourhave a swarmcoveragehigherthan55%. In
Section4.5.2,westatedthatwhenall peersin aswarmhaveacoveragehigherthan
55%,partition is impossible.Therewe assumedthat lessthan5% of all peersin
theswarm leave betweensubsequentrequeststeps,which is realisticconsidering
Figure3.5. We concludethat the part of the swarm consistingof peersthat are
long online,will never partitionusingLITTLE BIRD. Recentlyjoinedpeerscould
in theorypartition from the swarm,but with themeasuredhigh swarm coverage,
partitionis veryunlikely.

5.4.3 Scalability
To seeif ourprotocolis scalableandef�cient, wehavemeasuredtheLITTLE BIRD
relatedcommunicationof all peersin theswarm.EachgetPeersrequestandpeerlist
reply andtheir bandwidthusageweremeasuredto seeif LITTLE BIRD is scalable
andif theloadof getPeersrequestsis reasonablybalancedoverall peers.
In Figure5.10(top), we show theaveragenumberof getPeersrequeststhatwere
answeredperpeerin theswarmasa functionof thetime. Theaveragenumberof
requeststhat weresentper peeris equalthe numberof answeredrequests.L IT-
TLE BIRD is con�guredto sendthreegetPeersrequestsper10 minutes.Hence,we
wouldexpectthattheaveragepeersendsandhandles0.3requestsperminute.Fig-
ure5.10(top)showsthatduringthestartof thisemulation,peershadthispredicted
averagesendrateof almost0.3requestperminute.However, afterthreehours,the
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requestratefalls andremainslower duringtheremainderof theexperiment.
Analysisof the log �les show that the reducedrequestrate is not causedby the
decisionof peersto sendfewerrequests,but by animplementationissuethatcauses
peerssendtheir requestslessfrequently. Under the heavy load of many Tribler
applicationson a singleDAS-2 node,andtheacceleratedexecutionof theLITTLE
BIRD protocol,thepeerselectioncomponentslowsdown signi�cantly. In Log File

Figure 5.10: The averagenumberof getPeersrequestsa peerhashandledper
minute(top), and the averagebandwidthusageof a peer(bottom)asa function
of thetime.

Figure 5.11: The averagenumberof getPeersrequestsa peerhashandledper
minutewhentheswarmis emulatedwithoutacceleratedtime.
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1161725716.115 - Peer selection step 430
1161725734.105 - Done 3 getPeers requests
1161725739.398 - Selecting peers to connect took 5.292721 seconds
1161725753.869 - Peer selection step 431
1161725819.137 - Selecting peers to connect took 65.267959 seconds
1161725831.917 - Peer selection step 432
1161725896.694 - Selecting peers to connect took 64.776068 seconds
1161725913.017 - Peer selection step 433
1161725937.324 - Selecting peers to connect took 24.307455 seconds
1161725956.040 - Peer selection step 434
1161725969.786 - Selecting peers to connect took 13.746594 seconds
1161725986.755 - Peer selection step 435
1161725999.623 - Selecting peers to connect took 12.544147 seconds
1161726016.912 - Peer selection step 436
1161726025.022 - Selecting peers to connect took 8.110421 seconds
1161726041.394 - Peer selection step 437
1161726055.328 - Selecting peers to connect took 13.933817 seconds
1161726069.977 - Peer selection step 438
1161726079.406 - Selecting peers to connect took 9.428656 seconds
1161726097.741 - Peer selection step 439
1161726105.876 - Selecting peers to connect took 8.134667 seconds
1161726118.474 - Peer selection step 440
1161726130.343 - Done 3 getPeers requests

Log File 5.6: Snippetof the log �le of a Tribler applicationshowing the slow
executionof peerselectionunderheavy load. The delay betweenthe �rst and
secondtransmissionof getPeersrequestsis here396secondsinsteadof theplanned
120seconds.

5.6,asnippetof alog �le of oneof thepeersduringtheheavy loadperiodis shown.
Becauseweacceleratedtheemulationby afactor� ve,every12secondsaselection
stepshouldbe executed(seealsoFigure4.3). During every 10th selectionstep,
getPeersrequestsaresent.In our implementation,LITTLE BIRD sleeps12seconds
betweenthe �nishing of oneconnectionstepandthe startof the following step.
Whentheexecutionof aconnectionsteptakessigni�cant time,theconnectionstep
frequency falls. Thefrequency with which getPeersrequestsaresentalsofalls,as
this is executedevery 10thconnectionstep.This delayeffect explainstheaverage
requestratesof Figure5.10.

When we repeatthe �rst hoursof this emulationwithout time acceleration,the
averagenumberof requeststhat areansweredbehavesasin Figure5.11. Under
thesemorerelax circumstances,the requestratelies muchcloserto 0.3 requests
perminute,but still thereis somedelaywhenexecutedunderheavy load.Wehave
shown in Figure5.9 that this morerealisticrequestfrequency resultsin a higher
swarmcoverage.

Weconcludethattherobustpropertiesof LITTLE BIRD ensurereliableswarmcov-
erageevenwhentherequestfrequency is loweredby heavy load. For futureuse,
a lesscomputation-intensive peerselectionmechanismshouldbeimplemented,so
that LITTLE BIRD is not only fully scalablein its communication,but alsoin the
computationtime of its peerselectioncomponent.
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Wewill now comparethebandwidthusageof LITTLE BIRD with thatof thecentral
BitTorrenttrackerandDHT solutions,presentedin Sections3.5.1and3.5.2.Figure
5.10(bottom)shows thatLITTLE BIRD usesatmost1,200bytesperminute.When
thesendfrequency isnotloweredby aheavy load,aswasthecasein thisemulation,
thebandwidthusagewill becloseto this 1,200bytesperminuteduringthewhole
experiment.Therefore,we will assumethata normalbandwidthusagefor LITTLE
BIRD is 1,200bytesuploadand1,200bytesdownloadperminuteperswarm.
Thebandwidthusageof thepopularswarmdiscovery solutionsis shown in Table
5.2.

Swarmdiscovery solution Bandwidthup+down (bytes/min)
BitTorrenttracker 76
L ITTLE BIRD 2,400
DHT 16,850

Table5.2: Thebandwidthusageof LITTLE BIRD andtwo popularexisting swarm
discovery solutions.

Thetableshows thatthebandwidthoverheadof LITTLE BIRD liesbetweenthatof
theBitTorrenttrackerandtheDHT solution.Importantto mentionis thattheband-
width usageof theBitTorrenttrackerscaleslinearlywith thenumberof concurrent
swarmsin which a useris bartering. L ITTLE BIRD hasalsoa linear scaling,al-
thoughthetotal bandwidthutilizedby answeringgetPeersrequestsfor all swarms
is limited by our loadbalancingmechanism.WhentheDHT solutionis usedfor
swarm discovery, only a single DHT is neededfor multiple swarms. The P2P
network implementationandDHT con�guration determinehow DHT bandwidth
overheadscaleswith thenumberof swarms.Wehavenodetailedmeasurementsof
thisbehavior.
The bandwidthconsumedby the LITTLE BIRD protocol is mostly usedfor the
securehandshakes throughthe SecureOverlay of Tribler. For instancea typical
getPeersmessageconsistsof 2.4KB handshake bandwidthand80 Bytesof actual
messagebandwidth.After thishandshake, thepeerlistmessageis returnedwithout
anadditionalhandshake. Thesesecurehandshakesallow ushoweverto (re)identify
peers,allowing usto make LITTLE BIRD secureswarmdiscovery.
WeconcludethatLITTLE BIRD realizedreliableswarmdiscoverywith abandwidth
usageseventimessmallerthanthatof aDHT solution.

5.4.4 Load balancing
We have seenthattheaveragebandwidthusageof LITTLE BIRD is smallandlim-
ited. We will now evaluateif this bandwidthis evenly balancedover all active
Tribler peers.
L ITTLE BIRD load balancingworks by dynamicallysettingan interval I that a
peerhasto wait beforesendingasubsequentrequest,asdescribedin Section4.5.3.
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Accordingto Equation4.8,apeerwill increaseits interval periodI above themin-
imumwhenreceiving morethanfour requestsperminute.Figure5.10(top)shows
that in our experiment,an averagepeeron a certainmomentnever receives that
muchrequests.Therecould be, however, peersthat receive muchmorerequests
thantheaverage.To analysehow well therequestsarebalancedover all peers,we
have calculatedfor eachpeertheaveragenumberof handledrequestsperminute
over its wholesessionin theswarm.Thebettertheloadbalancingof LITTLE BIRD
themoretheseaveragesof all peersshouldbesimilar.
Figure5.12shows theprobabilitymassfunctionof theseaveragerequestfrequen-
ciesof all peers.Theaveragepeerhashandled0.14getPeersrequestsperminute
during its session.The �gure shows that the requestfrequenciesof all peersare
concentratedaroundtheaveragevalue.Only 10%of all peershave receivedmore
thantwiceasmuchrequestsastheaveragepeerswith amaximumof 0.58requests
perminute,which is aboutfour timesasmuchastheaveragepeer. Analysisshows
that thesepeersthat have received a relative high numberof getPeersrequests,
have shortonlinesessions.Peerspreferto sendrequeststo recentlyjoinedpeers,
becauseit is likely thatthey canprovide new swarminformation.
In this single swarm situation, thereare no peersthat received more than four
getPeersrequestsperminuteduringa substantialtime. Hence,our loadbalancing
mechanismhasonly occasionallybeenactive during our experimentand is not

Figure 5.12: The probability massfunction of the averagenumberof getPeers
requestsperminutehandledby apeerduringits session.
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neededwhenapeerisonly activein asingleswarm.However, whenapeerisactive
in multipleswarms,thenumberof requestsperminutewill increase.Furthermore,
peerswill receivepost-barteringrequestsfor swarmswhichthey haverecentlyleft.
In thesesituations,theloadbalancingruleswill helpoverloadedpeers.
We concludethattheLITTLE BIRD requestsareevenly dividedover thepeersin a
swarm,resultingin a well balancedload. Whenthenumberof swarmsin which a
useris downloadingis low, the loadbalancingmechanismwill not play anactive
rolein LITTLE BIRD. Otherwise,it canlimit thenumberof requeststhatoverloaded
peersreceive. Wewill have to evaluatetheloadbalancingmechanismin amultiple
swarmsettingin orderto evaluateit in moredetail..

5.5 Attack resilience evaluation
In Section4.5.5we focusedonmakingourprotocolresilientagainstpollutionand
dDoSattacks.In thissectionweevaluatethis resilienceby conductinganew emu-
lationin whichwehavecon�guring apartof thepeerstomisbehavein theprotocol.
Theseattacker peers will doadDoSandpollutionattackonthedistributedTribler
swarm.

5.5.1 Attack scenarios
We have repeatedthe emulationof our exampleswarm in the samesettingasin
Section5.4, but we have set10% of the peersto be attackers. This meansthat
thesepeerswill returnan attacker IP list, insteadof a normalpeerlistmessage,
uponreceptionof a request.We have createdtwo scenariosfor the emulationof
a pollution anddDoSattack. In the pollution attack scenario,an attacker IP list
contains100 randominconnectibleIP addresses,portsandpermanentidenti�ers.
In thedDoS attack scenario,anattacker list is �lled with a singleinconnectibleIP
addresscombinedwith 100randomportsandpermanentidenti�ers. This is the IP
addressof thevictim computeratwhich thedDoSattackwouldbeaimed.
In reality it would bea seriousattackif 10%of all peersaremaliciousandtry to
pollutethesystem.Ourresultswill show if theLITTLE BIRD protocolstill manages
to operatein asituationwith thismuchpollution.
Thereceptionof inconnectiblepeerinformationis especiallyharmfulwhenapeer
hasjust joinedandhasa smallswarmcoverage.Therefore,we usethe following
settingin this emulation: When a peerconcludesthat all of the peersit knows
in the swarm areattackers, it will not sendrequeststo theseattackers anymore.
Instead,it will bootstraptheswarmagainusinganothersinglepeeraddressandtry
to discover cooperatingpeers.

5.5.2 Security and integrity
Wewill �rst evaluateif LITTLE BIRD canstill functionwith thisamountof attacker
peers. Peersshouldbe able to continuetheir downloadsas normalwhile under
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attack.Thenwe will look to whatextendtheattackersweredisguisedby peersin
theswarm.

We comparethe averagecoverageof our threescenarios(no attacker peers,pol-
lution attack,anddDoSattack)in Figure5.13. The �gure shows that during the
initial �ash crowd period,theswarmcoverageof thescenariosdoesnot differ sig-
ni�cantly. After threehours,the averagenumberof known peersin the swarms
with attackers remainsstable,while it still risesin the healthyswarm. This dif-
ferenceis never madeup andthe averageswarm coverageremainslower in the
attacker emulations.

Therearetwo reasonsfor this lower swarm coverage. The �rst reasonis that it
is harderfor peersto discover new peerswhenthey receive maliciousinformation
from the attackers. A secondreasonis that, becausean attacker peeralwaysre-
spondsto a requestwith a peerlist�lled with many fake IP addresses,theswarm
databasesizesof all peersgrow. Theswarmdatabaseworksasa blacklist in this
situationandenablespeersto rememberwhich IP addressesnot to connect.How-
ever, we have seenin Section5.4.3that in our implementationa very full swarm
databasedecreasesthe performanceof LITTLE BIRD in our heavy loadedemula-
tions. Therefore,theattackis extra harmful,asit slows down therequestsrateof
thepeers.Whenwe conductedanemulationof a pollutionattackwithoutacceler-

Figure 5.13: The averageswarm coverageof peersin the swarm for our three
scenarios:no attackers in theswarm,10% of theswarm is a dDoSattacker peer,
and10%of theswarmis apollutionattacker peer.

77



atedtime,we foundtheaverageswarmcoverageto behigher.

Althoughswarmdiscovery is muchharderwhen10%of thesourcesareunreliable,
still LITTLE BIRD managesto let mostof thepeersdiscoverasuf�ciently largepart
of theswarmwithoutproblems.

We will now look to whatextendthepeersin theswarmhave identi�ed correctly
which peersareunreliable. We have measuredthe numberof IP addressesthat
eachattacker spreadsthroughpeerlistsin orderto evaluatethe successfulnessof
attacker peers.Also we measuredto how many of theseIP addressesconnections
wereattempted(seeFigure5.14). If thecontribution mechanismin LITTLE BIRD
operateseffectively, peersin theswarmshouldconcludethattheattacker peersare
notcontributive andreducethenumberof requeststo them.If peershave still sent
arequestto oneof theattacker peers,they shoulddistrustthe IP addressesreceived
from attackersandpreferIP addressesof existingpeers.

Figure5.14 shows that during the �ash crowd period,many requeststo attacker
peersare sent. On this moment,new peersjoin the swarm and have no objec-
tionsagainstsendingrequeststo theattackers. Peersonly attemptconnectionsto
a part of the received fake IP addresses,becauseLITTLE BIRD usesa defensive
connectionstrategy. Honestpeerswill not forward inconnectibleIP addressesto

Figure5.14: Both for thepollution attack(top) andthedDoSattack(bottom),the
following informationis plotted: The numberof fake IPs spreadin peerlistsper
attacker per minuteandthe numberof connectionattemptsto theseIPs from the
otherpeersin theswarmperattacker perminute.
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Contribution of 130.161.211.208:9033:
(Conn 0.20*0.70 (3/3), Bart 0.50*0.00, DT_act 0.10*1.00 (1-0/1),
DT_qu 0.20*0.48 (48/100)) = 0.3367
130.161.211.208:9033 is an attacker, with >50 unconnectible ips. Will not request it.

Log File 5.7: Snippetof the log �le of a Tribler applicationduring the selec-
tion processof peersto senda getPeersrequest. A peerwith network address
130.161.211.208:9033is foundto beanattacker.

otherpeers,becauseof thecheck before you tell strategy (seeSection4.5.5).In the
pollution attackscenario,peershave attemptedto connectto 51.1%of thetotal IP
addressesreceivedfrom attackers.For thedDoSattack,thiswasonly 17.4%.This
shows that is costsmoreeffort for a dDoSattacker to sendfake IP addressesto a
swarmthanit would costto connectto themitself. L ITTLE BIRD is moreresilient
againstdDoSattacks,becausewe have addedanadditionalrule not to connectto
morepeerswith the sameIP addressin a connectionstep,explainedin Section
4.5.5. This rule createsan upper-boundof connectingto onefake IP addressper
minuteduring a dDoSattack. In our experiment,for eachattacker, thereareap-
proximately9 contributivepeers.Therefore,perattacker, therearenevermorethan
9 connectionattemptsperminutein thedDoSscenario.
Thelog �les of peersin this experimentshow that they have effectively disguised
attackers(seeLog File 5.7).An attacker is disguisedwhenthenumberof received
inconnectibleIP addressesrisesabove theattacker thresholdTa, presentedin Sec-
tion 4.5.5. When this hasnot yet happened,an attacker peeris consideredless
contributive thanotherpeers,but peerswill still requestit. Becausepeersdefen-
sively attemptconnectionsto IP addressesreceived from attackers,thenumberof
observed inconnectibleIP addressesoftenstaysbelow thethreshold.Hence,LIT-
TLE BIRD doesnotshow asigni�cant reductionin requeststo attackersaftersome
time.
We concludethat LITTLE BIRD is capableof realizingdecentralizedswarm dis-
covery of reasonableresilienceagainstlarge scalepollution and dDoS attacks.
In our examplesettingof 10% peersthat try to stop the othersfrom discover-
ing theswarm,LITTLE BIRD still succeededto deliver swarmdiscovery. Further-
more,connectionattemptsto fake IP addressesareomittedwhenpeersconsiderthe
sourcepeerto beincontributive. FurtherresearchcouldoptimizeLITTLE BIRD, so
thatattacker peersarebetterrecognizedandisolatedfrom aswarm.
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Chapter 6

Conclusions and Future Work

In this chapterwe give a summaryof the problemthat we solved andstateour
conclusions.Thenwe proposefutureresearchthatcanbeconductedin theareaof
swarmdiscovery.

6.1 Summary and conclusions
Peerdiscovery, that is, �nding the addressesof network members,is a general
problemin P2P networks. In P2P �le sharingnetworks, peersthat downloadthe
same�le have to be discovered,called swarm discovery, beforecontentcan be
sharedwith thesepeers.In theBitTorrentsystem,swarmsarediscoveredusinga
centraltracker. This client-server solutionlacksscalabilityandreliability. Other
BitTorrentswarmdiscoverysolutionsthataremorescalablelackeffectivesecurity
andincentive mechanisms.In orderto solve this problem,we have designedand
implementeda decentralizedswarmdiscovery solutioncalledLITTLE BIRD, with
asdesigngoalsscalabilityandsecurity. Furthermore,LITTLE BIRD providespeers
with incentivesto cooperatein theswarmdiscovery process.
For theevaluationof LITTLE BIRD, we have createdanexperimentalenvironment
calledCROWDED, whichenabledusto conductlarge-scaletrace-basedemulations
of swarmson theDAS-2supercomputer. Fromourevaluationresults,wecanstate
ourmostimportantconclusions:

• L ITTLE BIRD is effective. With LITTLE BIRD, peersdiscover a suf�ciently
large part of swarmsto barteref�ciently. All peersin our evaluationdis-
coveredmorethan50% of a swarm of 305 peerswithin onehour. Hence,
L ITTLE BIRD keepsthe peersin a swarm well enoughconnectedto make
swarmpartitioningimpossibleunderrealisticcircumstances.

• L ITTLE BIRD is scalable. Thebandwidthusageof apeerneededfor LITTLE
BIRD communicationis 2.4 kiloByte per minute, which is a factor seven
lower than the popularDHT swarm discovery solutions. The theoretical
foundationof our epidemicprotocol guaranteesa constantmessagerate.
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Therefore,bandwidthusagedoesnot increasewith the swarm size. The
LITTLE BIRD requestsare reasonablybalancedover all peers,preventing
thatsomepeershave amuchhigherbandwidthusagethanothers.

• L ITTLE BIRD is decentralized. Contentcanbesharedandpublishedwithout
theneedfor any centralizedcomponents.L ITTLE BIRD combinedwith the
BuddyCastrecommendationprotocol managesdecentralizedcontentdis-
covery andswarm discovery. The availability of download swarmsis in-
creasedby cachingswarminformationduringaperiodafterapeerhasleft a
downloadswarm.

• L ITTLE BIRD is secure. Pollution attacksonly slightly reducethe perfor-
manceof LITTLE BIRD. The defensive designof LITTLE BIRD makes it
unpro�table to misusetheprotocolto launcha distributeddenial-of-service
attackagainstavictim computer.

6.2 Future work
Duringour researchwehaveconcludedthatthefollowing technicalimprovements
shouldbemadeto LITTLE BIRD:

• Thede�nition of thequantitative contribution of apeershouldbeenhanced,
sothatthecontribution is sharedover multiple swarms.Currently, thecon-
tribution is calculatedfor eachpeerperswarm,which doesnot give a peer
incentivesto helpothersafter it hasleft a swarm. Whena peerwould gain
contribution in futureswarms,this incentive is created.

• Peerselectionin LITTLE BIRD shouldbere-implementedsothatthecompu-
tationtimenolongerdependsonthesizeof theswarmdatabase.Thiscould,
for instance,beaccomplishedby storingpeersin asorteddatastructureand
saving statisticsincrementally.

• The attackresilienceof LITTLE BIRD can be optimized,by developing a
moresophisticatedmechanismto distinguishattacker peersfrom contribu-
tivepeers.

Webelieve thatthefunctionalityof LITTLE BIRD canbeextendedsothatit canbe
usedto discoveravarietyof socialcommunities.L ITTLE BIRD canthenbeapartof
a largermechanismfor social-motivated�le sharingandcommunitymanagement
in theTribler application.Thestrengthof suchanintegratedsystemlies in thein-
teractionbetweenTribler components.Thefollowing ideasmayhelpto extendthe
effectivenessof LITTLE BIRD throughinteractionwith otherTribler components.

Swarm discovery selection When multiple swarm discovery sourcesare avail-
ablefor a swarm (for instance,both a BitTorrentcentralizedtracker and LITTLE
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BIRD), a peershouldintelligently choosethe mostscalablesolutionanduseun-
scalablesolutionsasbackup. Currently, a mechanismto wisely choosethe right
swarmdiscovery sourceis not includedin Tribler.

L ITTLE BIRD for Tribler video The Tribler applicationwill supportthe sharing
of streamingvideo andvideo on demandin addition to simply sharing�les. It
would be interestingto extendthe LITTLE BIRD protocolto realizethediscovery
of theswarmsfor thesenew P2P media.

Swarm pre-discovery The swarm discovery bootstrapmechanismcould be op-
timized by pro-actively discovering highly recommendedswarmsbeforea user
actuallyneedsthem, called swarm pre-discovery. This will cost only moderate
overheadandwill increasetheprobabilityof successfulbootstrapping,becausedi-
rectly after a preferencelist is received from a recommenderpeer, it is probably
onlineandactive in theswarm. With swarmpre-discovery, not only tastebuddies
andcontentareautomaticallydiscovered,but alsothefavorite swarmsof theuser.

Additional BuddyCast information A new versionof the BuddyCastprotocol
shouldincludeinformationaboutwhenrecommenderpeerswerestill active in the
swarmsthat they recommend.This enablesusersto estimatethe probability of
swarmdiscovery successwith thehelpof a recommenderpeer.

Fir ewall puncturing Swarmcoveragecouldbeimprovedby having betterknowl-
edgeof theconnectivity of peers.Currently, peersthatarediscoveredthroughin-
comingconnectionsdo not have to be connectiblethemselvesdueto �re walls or
NAT traversal. Therefore,a peerdoesnot distribute the addressesof incoming
connectionpeersto otherpeersthroughour protocol. Only after having started
an out-goingconnectionto the peer, will it be includedin the swarm database.
Thisoutgoingconnectionmightneverbeestablishedif theincomingconnectionis
retained.
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Appendix A

LITTLE BIRD Specifications

In thisappendixwegivethespeci�cationsof theL ITTLE BIRD protocol.In Section
A.1, we give an overview of the LITTLE BIRD sourcecode. In SectionA.2, the
LITTLE BIRD executionargumentsaredescribed.In SectionA.3, we describethe
formatsof theLITTLE BIRD messages.In SectionA.4, wegivetheswarmdatabase
architectureandthestatisticsof peersthatarestored.

A.1 LITTLE BIRD source code
In this section,wewill give anoverview over thepythonsourcecodethatwehave
addedto Tribler in order to implementthe LITTLE BIRD protocol. We usedthe
sourcecodeof Tribler version3.3.4asa basisfor our implementation.Although
in this thesiswe have referredto LITTLE BIRD asa decentralizeswarmdiscovery
protocol, in the namingof the sourcecode�les, we calledour implementationa
distributedtracker, abbreviatedto disTracker.

Tribler/DisTracker This is thedirectorywhereall sourcecoderesidesthat is re-
latedto theLITTLE BIRD protocol.

Tribler/DisTracker/DisTracker.py Themain�le of LITTLE BIRD. This �le con-
tainsthreeclasses:

• DisTrackerclass- Parentclassof theothertwo classescontainingbasicfunc-
tionality.

• DisTrackerClientclass- Managesthepeeracquisitionandpeerselection(see
Section4.3).For eachactive torrent,aDisTrackerClientinstanceis made.

• DisTrackerServer class- Managesthe responsesto incoming getPeersre-
quests.Thereis only oneinstanceof thisclass.

Tribler/DisTracker/DisTrackerHandler.py This �le containstheSecureoverlay
messagehandlerfor the LITTLE BIRD protocol. The actualmessagehandlingis
delegatedto theDisTrackerServer class.
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Tribler/DisTracker/SwarmReliability.py This �le calculatesthelevel of contri-
butionof peers,asdescribedin Section4.4.

Tribler/DisTracker/DistrackerDB.py This�le performssomespeci�c swarmdatabase
tasks.

Tribler/DisTracker/bloom.py This �le containsclassesto createanduseBloom
�lters.

Tribler/DisTracker/TrackerStats.py This �le collectsstatisticsof theoperation
of theLITTLE BIRD protocol.They areusedon thestatisticspanel.

Tribler/DisTracker/TrackerPanel.py Theswarmdiscoverystatisticswindow, de-
scribedin Section4.3.4.

Tribler/DisTracker/DisTrackerAttacker.py We createdthis �le for testing, to
managethe creationof maliciouspeerlistmessagesandsimulatea pollution and
dDoSattackon theLITTLE BIRD protocol.

Tribler/Cache/CacheDBHandler.py In this �le weaddedtheSwarmDBHandler
class,thatmanagesall datastoragerelatedto LITTLE BIRD.

Tribler/Cache/cachedb.py In this �le we addedthe four swarm databasesde-
scribedin AppendixA.4.

We performedmany othersmallchangesto theTribler sourcecode,which areall
accompaniedby commentsdescribingtheir relationto LITTLE BIRD.

A.2 Tribler execution arguments
To addtheLITTLE BIRD functionalityto Tribler, weaddedthefollowing execution
argumentsto Tribler. They weremostlyusedfor theevaluationprocessof LITTLE
BIRD.

- -distracker <on|off> StartTribler with or without LITTLE BIRD support(de-
faultsto on).

- -distracker accelerate<arg> StartTribler with theLITTLE BIRD protocolac-
celerated.This increasesthegetPeersrequestfrequency andall otherLITTLE BIRD
timing by a factorarg (defaultsto 1.0).

- -disable central tracker <on|off> Disableall connectionstoaBitTorrenttracker
to let Tribler dependonly on theLITTLE BIRD protocol(defaultsto off ).

- -distracker test<on|off> DisableconnectionstoaBitTorrenttrackerafterboot-
strapping,i.e.,whenthelocal peerknows morethanonereliableTribler peerin a
swarm(defaultsto off ).
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- -distracker attacker <off|dDoS|pollution> Uponarequest,returnanerroneous
peerlistinsteadof a LITTLE BIRD peerlist.ThedDoS optionwill returna peerlist
with 100 peeraddresses,createdby taking a singlerandomIP addresscombined
with randomports.Thepollution optiongives100randomIP addressesandports
(defaultsto off ).

A.3 Message formats
In this section,we give a technicaldescriptionof the LITTLE BIRD messagefor-
mats.Therearetwo typesof messages,thegetPeers message,which is a request
for peersin a swarm, andthe peerlist message,the responsecontainingpeerin-
formation. This sectionis set-upin a similar format as all Tribler designnotes
[71].

A.3.1 Getpeers message
If a Tribler applicationwantsto requestwhich peersare in a certainswarm, it
will senda getPeersmessage.Sucha requestis doneover theSecureoverlayto a
Tribler peer. A getPeersmessagehasthefollowing parameters,whicharesentin a
b-encodeddictionary:

• info hash:The20 byte SHA1 hashof the torrent/swarm that the requester
wantsapeerlistof (sameasBitTorrenttracker).

• numwant: Thenumberof ip/port tuplesof peersthattherequesterwantsin
thepeerlist(sameasBitTorrenttracker).

• port: Thelisteningportof therequester, sothatit canbeaddedto theswarm
databaseof theresponder.

• compact:Mapson0,1,[empty](sameas0). Indicatesif thepeerinformation
shouldbereturnedin thecompactformat.

• bloom �lter: A b-encodeddictionarycontainingaBloom�lter with all ip/port
tuplescurrentlyknown to therequester. Thesepeerswill beexcludedfrom
thepeerlist.This �eld canalsobe left empty, which resultsin a list of ran-
domip/portsof peersin theswarm,just like theBitTorrenttracker.

– num elements- thenumberof valuesin theBloom �lter (integer)

– num hash- thenumberof hashvalues(integer)

– hashtype - string denotingthe hashedmethodof elements('SHA1-
concat')

– salt- stringthatis hashedwith theelements.

– data- thebit arrayof theBloom�lter in stringformat.
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• event: Mapson started,completed,stopped,[empty]. Presentstheeventof
therequester(sameasBitTorrenttracker, currentlyunusedin LITTLE BIRD).

A.3.2 Peerlist message
A Tribler applicationwill respondto a getPeersmessageby sendinga peerlist
messageto the requester. The permid�eld will be addedfor Tribler peersonly,
giving their permanentidenti�ers. When an error occurs,a dictionarywith the
key 'f ailurereason'is giventhatmapson a readablestringdenotingthereasonof
failure(sameasBitTorrenttracker). Otherwise,a peerlistmessageconsistsof the
following b-encodeddictionary:

• info hash- The20 byteSHA1 hashof the torrent/swarm that therequester
wantsapeerlistof (neededdueto asynchronouscommunicationthroughthe
Tribler SecureOverlay).

• interval - (integer) The numberof minutesthat the requestershouldwait
beforeits next request(sameasBitTorrenttracker).

• active - (either0 or 1) Indicatesif theresponderis actively bartering.Inac-
tive respondersareeitherbootstrappingor in thepost-barteringperiod(see
Section4.5.1).

• peers- A list of dictionariesperpeer, thathave thefollowing keys:

– peerid - Theself-selectedID of thepeer

– ip - Theip addressof thepeer

– port - Thelisteningportof thepeer

– permid- (optionallyif this peeris foundto becompatiblewith Tribler
protocol).Mapsto thepermidof theTribler peer.

If therequesthadthecompactparametersetin its getPeersmessage,thepeerswill
bereturnedin thefollowing compactform:

• peers- A stringof concatenatedpeerinformations,with for eachpeer:

– ip address- (4 chars)

– port - (2 chars)

– permid length- (1 char).This byteindicatesthelengthin bytesof the
following permid.If no permidis included,it is 0x00

– permid- (permid lengthchars)Thepermanentidenti�er of theTribler
peer.
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A.4 Swarm database
In thissection,wewill describein whatformattheswarmpeerstatisticsarestored
in the swarm database.All swarm discovery relateddatastoragegoesthrough
the SwarmDBHandlerclass. Underthis databasehandler, thereareactuallyfour
databases,namelytheSwarmDB,SwarmpeerDB,SwarmpeerprobsDB,andSwarm-
submittersDB.Thesedatabasesareimplementedin the cachedb.py �le. We will
describeeachof thembelow.
Mostof thestoredstatisticshaveaparticularpurposein theLITTLE BIRD protocol.
To clarify this,wede�ne six categoriesin TableA.1 for whichpeerstatisticscanbe
stored.In thedescriptionof thedatabasesbelow, thecategory is indicatedbetween
brackets(for instance[1]).

Statisticscategory Usedfor: Explainedin Section
[1] Contribution/connectivity 4.4.1
[2] Contribution/Barteringactivity 4.4.2
[3] Contribution/Swarmdiscovery activity 4.4.3
[4] Contribution/Swarmdiscovery quality 4.4.4
[5] Contribution inheritance 4.4.5
[6] Loadbalancing 4.5.3

TableA.1: Statisticscategoriesto link peerstatisticsin theswarmdatabaseto the
LITTLE BIRD protocol.

A.4.1 SwarmDB
Thisdatabasestoreswhichpeersarein whichswarms.

Key

info hash- theidenti�er of theswarm.

Value

Set[(ip,port)*] - A setof thenetwork addressesof peersin theswarm.

A.4.2 SwarmpeerDB
TheSwarmpeerDBdatabasestoresthenon-swarmspeci�c propertiesof apeer.

Key

(ip, port) - thenetwork addresstupleof thepeer.
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Value

A dictionarywith thefollowing propertiesof thepeer:

• peerid - TheBitTorrentidenti�er of thepeer.

• permid- TheTribler permanentidenti�er of thepeer(optional).

• dt bit - A �ag indicatingthat this peerprobablysupportsLITTLE BIRD (if
permidis set,it is sure).

• so bit - A �ag indicatingthatthispeerprobablysupportsTribler secureover-
lay (if permidis set,it is sure).

• down last hour[2] - List of (bytes,timestamp)tuples,containingtheamount
of downloadeddataof thelasthour.

• submitters[5] - List of permanentidenti�ers of thesourcepeersof thispeer
(seeSection4.4). If we received this peerfrom a centralizedtracker, the
string'ct' is includedin thelist.

A.4.3 SwarmPeerPropsDB
TheSwarmpeerPropsDBdatabasestorestheswarmspeci�c propertiesof apeer.

Key

(ip, port, info hash)- A tupleof anetwork addresscombinedwith aswarmidenti-
�er . This identi�es apeerin aparticularswarm.

Value

A dictionarywith thefollowing propertiesof thepeer:

• connected[1] - List of timestampsof last3 hoursof successfulconnections.

• connectionattempts[1] - List of timestampsof last3 hoursof connections
attempts.

• active- Thispeeris active in theswarm(neededto barteror give in peerlist).

• last seen[1] - Timestampof lastconnection.

• last tried [1]- Timestampof lastconnectionattempt.

• requests[3] - Numberof swarmdiscovery requeststhe local peerhassend
to thispeer.

• responses[3] - Numberof responsesto swarmdiscovery requests.
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• error resp[3] - Numberof erroneousresponses(very lateor unrequested).

• last request[6]- Timestampof last swarm discovery requestthat the local
peerhassent.

• last incoming request[6] - Timestampof last incomingrequestfrom this
peer.

• last received- Timestampof lastreceptionof thispeer.

• next request[6]- Timestampindicatingwhenthenext swarmdiscovery re-
questis wantedaccordingto theinterval.

• next incoming request[6] - Timestampindicating when this peercan re-
questusagain.

A.4.4 SwarmSubmittersDB
The SwarmSubmittersDBis usedto storewhich peera sourcepeershassentin
peerlistmessages.

Key

permid- Thepermanentidenti�er of thisTribler peer.

Value

Set[(ip,port)*] [4] - Setof (ip,port) tuplesof peersthatthisTribler peerhassent.
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Appendix B

Overview of Measurements and
Software

To make our Filelist BitTorrentmeasurementsavailableto otherresearchersin the
P2P �eld, we have produceda shortandclearoverview of themeasurementdata
andsoftware,andwherethey reside.

B.1 Overview of swarm measurements
B.1.1 Scraping software
Location: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelist
Main class:main.py
Thisscrapingsoftwarewasusedto generatetheraw �lelist dataonwhichourmea-
surementsarebased.It usestheClientCookielibrary [18] to log-in theFilelist.org
websiteandtheBeautifulSouplibrary [7] for HTML-parsing.Furthermore,it uses
a con�gurablenumberof downloadthreadsto speedup websitedownload. The
downloadedpagesarecompressedandstoredin a directorystructuredescribedin
thenext section.

B.1.2 Raw Filelist measurement data
Location: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelist tracedata
Thisis theraw measurementdatageneratedby ourscrapingsoftware.Somedetails
aboutthis measurementdatacollectionwerealreadygiven in Section3.3.2. The
raw dataof theFilelist communityconsistof torrentlists andswarm details, stored
in the/torrentlists and/torrents directoriesrespectively.

Torrentlists Theselistsdescribeall active torrentsandthenumberof seedersand
leechersin the relatedswarm. In the torrentlistsdirectorythe following �les are
stored:
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• YYYYMMDD.zip - For eachday thatwe have scraped,a zip-archive of all
compressedtorrentlist scrapedon theparticularday in HTML format. The
�lename is a timestampformattedasshown.

Swarm details For eachswarm thatwasactive in theFilelist communityduring
our measurements,a directorywascreated,namedafter the info-hashof thepar-
ticular swarm. In total 4,027swarmdirectoriesarestored.In eachswarmdetails
directorythefollowing �les arestored:

• torrent.zip- Thecompressed.torrent �le of theswarm

• info.txt - An information�le, containingthecreationdateandtorrentname.

• YYYYMMDD.zip - For eachday that we have scrapedstatisticsof this
swarm, a zip-archive of all compressedswarm memberlists of the particu-
lar dayin HTML format.The�lename is a timestampformattedasshown.

B.1.3 Swarm churn files
Location data: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelis t/swarm/churnFiles
Python tool: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelis t/swarm/createChurnFiles.py

From the raw measurementdata,we createdfor eachswarm a �le that describes
its join andleave rates,referedto asa churn�le. In the churnFilesdirectoryfor
eachscrapedswarm,a churn�le is stored.In a churn�le, the join andleave rate
arestoredfor eachchurn period betweentwo subsequentswarm measurements.
Churn�les have thefollowing format: on eachline thefollowing valuesseparated
by tabs:

• timestamp- Humanreadabletimestamp.

• begin time - Timestampin secondssinceepoch-formatof the begin of the
churnperiod.

• end time- Timestampin secondssinceepoch-formatof theendof thechurn
period.

• begin time rel - Timestampin secondssinceswarmcreationof thebegin of
thechurnperiod.

• end time rel - Timestampin secondssinceswarmcreationof theendof the
churnperiod.

• joins - Numberof joining peersin thechurnperiod.

• leaves- Numberof leaving peersin thechurnperiod.

• joins min - Thenumberof joining peersperminute.
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• leaves min - Thenumberof leaving peersperminute.

• joins min smooth- A smoothedversionof joins min.

• leaves min smooth- A smoothedversionof leaves min.

• swarm size- Thesizeof theswarmin thebeginningof thechurnperiod.

Perswarmadata�le andplot of its sizeandchurn.

B.1.4 Peer behavior files
Location data: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelis t/swarm/peerFiles
Python tool: superstorage3.das2.ewi.tudelft.nl:/home/jelle/�lelis t/swarm/createPeerFiles.py

From the raw measurementdata,from eachswarm we have createda directory
namedafterits info hash.In this directory, we have createa peerbehavior �le for
eachpeerthathasbeenactive in theswarm. The �les have thefollowing format:
on eachline thefollowing valuesseparatedby tabs:

• time sinceepoch- Timestampin secondssinceepoch-format.

• timestamp- Humanreadabletimestamp.

• online- (0 or 1) Indicatesif thisuserwasonlineat thismoment.

• connectible- (0 or 1) Indicatedif this userwasconnectiblethroughanopen
listeningport.

• up- (kiloBytes)Theamountof datauploadedsinceconnectedto theswarm.

• up rate- (kb/s) The averageuploadspeedof this user, calculatedfrom its
tracker requests.

• down - (kiloBytes)Theamountof datadownloadedsinceconnectedto the
swarm.

• down rate- (kb/s)Theaveragedownloadspeedof thisuser, calculatedfrom
its tracker requests.

• ratio - Thesharing-ratioof thisusersinceconnectedto theswarm.

• complete- (%) Thepercentageof thecontentthatthisuserhasdownloaded.

• connected- (minutes)Thetime thatthis useris connectedto theswarm.

• idle - (minutes)Thetimesincethelasttracker request.

• client - A stringindicatingwhatBitTorrentclient thisuseris using.
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