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Abstract

The decentralizedrchitectureof peerto-peer(p2pr) networks solvesmary of the
limitationsof corventionalclient-serer networks. This decentralizationhowever,
createghe needin p2p le sharingnetworksto nd peerswho aredownloading
thesamele, aproblemwhichis referredto asswarm discovery. In theBitTorrent
le sharingnetwork, swarmdiscovery is solved usinga centralsener (a tracker),
whichis unreliableandunscalable.
We have designeda decentralizedwarmdiscovery protocol,calledLITTLE BIRD.
LITTLE BIRD is anepidemicprotocolthatexchangeswarminformationbetween
peerghatarecurrentlyor wererecentlymemberof aswarm. A quantitatve mea-
sureof the contritution of eachpeeris calculatedto make the protocolef cient
andsecureagainstpeersthat pollute the systemwith maliciousinformation. Fur
thermorewe have conductedietailedmeasurementsf the BitTorrentcommunity
'Filelist.org', in orderto studydownloadswarmbehaior andoptimizethe design
of our protocol. We have implementedhe LITTLE BIRD protocolasanadditionto
theTribler P2P network.
For the evaluationof LITTLE BIRD, we have createdan experimentalervironment
calledcrRowDED, which enablesisto conductlarge-scaldrace-baseémulations
of swarmsonthe DAS-2 supercomputeiEvaluationresultsshav thatour protocol
scaleswith the swarm size, usesmoderatebandwidthoverhead,and is resilient
againstdenial-of-serviceand pollution attacks. Therefore, LITTLE BIRD enables
securescalableandreliableswarmdiscovery.
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Chapter 1

Introduction

It is vain to talk of the interest of the community, without under-
standing what is the interest of the individual.

— JeremyBentham

Peerto-peer(p2pr) networksoffer anew way of ef cient communicatiorandcoop-
erationbetweercomputers They arescalableandmorereliable,withouta central
sener thatactsasa bottleneck.Servicesaredistributed over all computersn the
P2p network, insteadof implementedn a singlecomputerwhich canbecomeun-
responsie or overloaded.P2p networks aremostly usedfor le sharing,because
they canmake enormousamountsof contentavailableto mary downloaders File
sharingnetworks canpro t from a virtual socialcommunityon top of it. A so-
cial communityhelpsto structureand lter the le sharingnetwork andstimulate
membergo bemorecooperatie. Tribleris ap2p programthatbuilds adistributed
socialcommunityaroundtheBitTorrent le sharingprotocol. To implementsucha
communityover a p2p network, decentralizedommunitymanagemens needed.
In this thesiswe will designimplementandevaluatea communitydiscorery pro-
tocol for the Tribler social-basede sharingnetwork.

Researclior theTribler projectis conductedn thecontext of the Freeband/I-Share
project[30]. Freebands aDutchresearciprogramthataimsto developanew gen-
erationof sophisticatedommunicatioriechnology Thel-Shareprojectfocuseson
multimediadatasharingin virtual communities.

In thisintroductorychapteme give amoredetailedoverviev of p2p networksand
virtual communities.In Sectionl.1 we explain how p2p networks solve mary of
the problemsof the classicalclient-serer architectureandwe introducethe tech-
nological challengesof p2p systems.In Sectionl.2, we describeBitTorrent, a
popularp2p le sharingnetwork onwhich we will focusin our thesis.BitTorrent
supportdasterdowvnloadingandhigheravailability of les throughfair exchange
of le piecesbetweerdownloadersTribler, introducedn Sectionl.3,isap2p le
sharingapplicationthataddsmary socialfeatureso the BitTorrentprotocol. We
will useTribler asa basisfor our software by implementingdecentralizegwarm
discoreryfor it. In Sectionl.4,we discusghegrowing importanceof virtual com-
munitiesaround le sharingnetworks. Thesesocialnetworks give new incentives



to usersof le sharingnetworksto be availableandcooperatie. To createsocial
networksin a p2p architecturewe needdistributed communitymanagementje-
scribedin Sectionl.5,which combinegheadwantage®f p2p andsocialnetworks.
We concludewith anoutline of ourthesisin Sectionl.7.

1.1 Peer-to-peer systems

Theclassicalrchitecturdor computercommunicatiorover networksis the client-
server architecturgseeFigurel.1a). Theseneris acentralcomputemwhich offers
servicesto requestingclient computers. All the dataand software are storedin
a centralizedfashionon the sener. The bestknown client-serer network is the
world wide weh

The disadwantageof the client-serer architectureis that the maintainerof the
sener is responsiblefor most of the neededresourcef the system. Whena
websitebecomesnorepopular new hardwareandbandwidthhave to beboughtto
handlethe growing numberof requests.A sener computers alsoa single point
of failure, which meanghatthetotal systembecomesinusablevhentheseneris
unavailable.

In contrastto the client-serer architecturethe p2p architecturedistributes re-
sourcesand responsibilitiesover all computersin the system. Thereis no hier
archyamongstthe computershencethe namepeers. All peersplay the role of
both sener andclientandcommunicateisinga symmetricalprotocolwherethey
both sendand handlerequests.A typical p2p network is shawvn in Figure 1.1h
In both networks in Figure1.1,a le consistingof threepartsis distributed over
theconnectedomputersin theclient-serer network, thesener bandwidthscales
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Figure1.1: Thedistribution of a le consistingof threeparts[A,B,C] througha
client-serer architecturga), andthrougha p2p network without a centralsener

(b).



up with the numberof clients. In the P2p network, peersactively redistritute the
le partsandthe bandwidthof theinitial distributing peerdoesnot grow with the
popularityof the le.

Thedistributedarchitectureof p2p systemdhasshavn to bevery effective against
single pointsof failure andthe growing needfor resourcesn seners. However,

therearesomeimportantchallengeshathave to beaddresseih orderto realizean
effective p2p network, namelyavailability, incentives, integrity anddistribution.

Availability and incentives Whenthequality of aservicedependsnthenumber
of peersthatare online and cooperatetheir availability becomessery important.
Thesepeerswill only donatetheir resourcesf they bene t from it, sothe system
needsincentves to stimulatepeersto cooperateand punish peersthat freeride.

Freeridingis the term for taking (much) moreresourcesrom a p2p systemthan
onedonates.

Integrity Peersn ap2p systemarelessreliablethana centraltrustedsener. So
maintainingintegrity of informationanddatareceved from otherpeersis anim-

portantresearclthallenge Thisis closelylinkedto securityin p2p systemspeers
mustbeableto differentiatean attacler from a cooperatingpeer

Distribution The compleity of thesechallengess increasedecausdhey have
to beimplementedistributed over all peers.Otherwise p2p systemswvould lack
scalabilityand e xibility. Many problemsthatarereasonablsimpleto solve in a
centralizedvay arehardto solwe in adistributedpr2p system.

Thepr2p architecturecanbe usedfor differentsystemsfor instancehe Skypetele-
phory network [79] or for chatservicedike ICQ [39] or MSN Messengef56], but
mostpopulararep2p le sharingnetworks. Figure 1.2 shaws the percentagef
thetotal Internetbandwidththatis usedfor p2p le sharingandotherservicedike
web-bravsing andemail over thelast 14 years. The enormouggrowth in p2p le
sharingbandwidthduring the lasteightyearsgivesanindicationof the popularity
of p2p le sharingnetworks. Themostusedp2p le sharingnetworksareBitTor-
rent[19], FastTrack (client Kazaa[44]), Gnutella[34])/ Kad Network [52] (client
LimeWire [49] or eMule[24]). In this reportwe will focuson the BitTorrentnet-
work.

The absenceof a centralsener in a p2p network protectsit againstcensorship.
Sincecontentis not storedon a single place,it cannot be easilylocatedandre-
moved. Thisideahasbeendevelopedinto fully anorymous le sharingnetworks
usingap2p setup,for instanceFreene{17] andGNUnet[45]. Also, plug-insare
developedto addan anorymity layerto existing p2p networks, like Tor [22] and
2P [38]. Onthesenetworks,contentcanberetrieved withoutrevealingthe owner
Peersareusedasanorymousproxiesto routethedatato therequester
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1.2 BitTorrent

TheBitTorrentr2p systemwasdesignedndimplementedy BramCohenin 2003
[20]. It isaP2p le sharingsystenthatenablesnultiple downloadersof a certain
le to bene t from eachother by exchangingpiecesof the le (seeFigurel.1b).
Thisis calledbartering. Barteringmakesexchangeof contentscalablej.e.,when
contentbecomeamore popular its availability alsoincreasespecausdhereare
more peopleto barterwith. Hencethe peerthat rst uploadsthe contentonly
needsa constantamountof upload-bandwidthindependenbf the popularity of
thecontent.
BitTorrentfocuseson efficient andfair barteringof content.Ef ciency is guaran-
teedby downloadingmultiple piecesof thecontentfrom differentpeersn parallel,
andmakingthesepiecesavailableto othersdirectly. Also, theleastavailablepieces
aredownloadedrst, to guaranteequalavailability of all pieces Fairnesss guar
anteedby barteringusing the tit-for-tat [20] protocol. Tit-for-tat strives for an
honeskexchangeof databetweerpeersandahigh sharing-ratio. Thesharing-ratio
of a peeris the total amountof datauploadedto otherpeersdivided by the total
amountof dovnloadeddata. Protocolsandrulesthat stimulateor oblige peersto
donatetheir uploadresourcesrecalledsharing-ratio enforcement.
Tit-for-tat is designedso that a peeris mostloyal to thosepeersthat were most
loyaltoit. Thisgivespeersanincentie to beavailableanddonatebandwidthto the
BitTorrentnetwork. Also, it solvesa partof thefreeridingproblemby stimulating
cooperatiorf4].
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Figure 1.2: The percentagef total Internettrafc consumeddy p2p le sharing
networksduringthelast14 years.



TheBitTorrentsystemis built from differentcomponentssomecentralizedsome
distributed. Searchingior contentis donein a centralizedfashionthroughcon-
ventionalwebsites For eachcontentitem, a le with meta-datas createdcalleda
torrent file. Thetorrent le containgheaddres®f aBitTorrent tracker. Thetracker
is usedto discover the connectionpropertiesof the group of downloadersof this
torrent. Thetotal groupof downloadersof atorrentis calledthe download swarm.
In a download swarm we distinguishpeersthat have fully completedheir down-
load, called seeders, and peersthat are still busy downloading, called leechers.
Leecherswill usethetit-for-tat protocolto receve a honestsharing-ratio.Seeders
do not needto download arymore dataandwill justincreasethe torrents avail-
ability without expectingreturns. The discovery of the swarm memberss called
swarm discovery. Swarmdiscovery is neededeforea peercanstartbartering. It
will beexplainedin detailin Chapter2.

Protectiornof theintegrity of receved pieceshecomeg&nimportantissue aspieces
arerecevedfrom differentanorymouspeers.Contentintegrity is guaranteethrough
alist of hashvaluesof all le pieceswhichisstoredn thetorrent le. All peerdest
their dowvnloadeddataagainsthesehashvaluesbeforethey accepit. Whenpeers
senderroneousle piecesthey will automaticallype removedandre-davnloaded
from morereliablepeers.

1.3 Tribler: social BitTorrent

After yearsof researclon p2p networks andBitTorrentcommunitiesthe Parallel
andDistributed Systemgroupof the Faculty of ElectricalEngineeringMathemat-
ics,andComputelSciencenitiatedthedesignof anew p2p network namedTribler
[71]. Tribler is basedon the opensourceBitTorrentclient ABC [1] andusesthe
BitTorrentprotocolfor generalle transfer Tribler addsa growing list of features
toBitTorrent le sharingfocusednaddingasocialnetwork andstreamingnedia.
In theTribler network, peersaremadeidenti able sothatthey arenolongeranoty-
mous computers but real people. EachTribler userhasa permanent identifier
(permid),which enabledt to identify otheruserswhenever they comeinto con-
tact. Socialgroupscannow be created]ike personalriends or userswith similar
downloadtaste. The socialnetwork, build from theseusersaroundyou is usedto
provide additionalsocialservices.

Cooperatie downloading[33] is asocialfeaturethroughwhich a usercanrequest
its friendsto helpit dovnloada le. With the combinedbandwidthof its friend,
downloadswill be completedfaster When peersare helping their friends with
downloading,they will omit the tit-for-tat protocolof standardBitTorrent. In this
casehesocialfriendshiprelationgivesusersanadditionalincentive to donatetheir
bandwidthto otherusersof the network.

AnotherTribler featureis BuddyCast, a distributed recommendatioand content
discorery protocol[64]. BuddyCasis a epidemicor gossipingprotocolin which
all usersexchangepreference lists which representheir currenttaste. Through
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the exchangeof preferencdists, eachusercan nd a groupof userswith similar
taste,calledraste buddies. Thesetastebuddiesareusedfor contentdiscovery and
recommendationA moredetaileddescriptionof the BuddyCastecommendation
protocolis givenin Sectior4.5.1.

Many additionalfeaturesarein developmentin the Tribler project, like friends-
importfrom othersocialnetworks,social-basegharing-ratieenforcement e wall
puncturingandTribler browserintegration. Tribler will alsooffer streamingnedia
over its P2p network [72]. Tribler userswill thenbe ableto broadcastive video
streamr video-on-demantb thewhole network overap2p architecture.
During our thesiswork we designedandimplementeda decentralizedwarmdis-
covery solutionfor the Tribler software. Our swarm discosery implementation
will make the Tribler network more scalableby remorving its needfor BitTorrent
centralizedraclers.

1.4 Virtual communities

During the lastdecadea groving numberof peoplehave foundthe Internetto be
an easyplaceto make contactwith peopleworld wide. The Internethasbecome
so popularthat a partthe sociallife of peopleexists in cyberspaceansteadof in
physicalspace. The existenceof virtual communities is an exampleof this. A
virtual communityis agroupof peopleonthelnternetthatform socialaggrgations
basedon commoninterests. This de nition is so broadthat we candistinguish
differenttypesof virtual communities.

Examplesof communitieghatarecreatedor solelysocialpurposesreOrkut[60],
Friendste31], andHyves[37]. Thesecommunitiesorganizeexisting socialrela-
tionsin anetwork structuresothatpeoplecanbrowvsethenetwork andgetin touch
with new friends. Insidethe community membersanform sub-communitieand
composeheir own lists of friends. Theseonlinecommunitiesaalsohave theinfras-
tructureto chatandexchangecontent.

Apart from purely socialcommunitiestherearemary communitieghat have ad-
ditional purposes Examplesof information sharing communitiesare Flickr [29],
where peoplecan post and sharephotos, YouTube [78] for video sharing,and
Wikipedia [76], which is an eng/clopediawritten collaboratvely by contrilutors
aroundtheworld.

We areparticularlyinterestedn file sharing communitieswhicharecreatedntop
of le sharingnetworkslike the BitTorrentnetwork. They combinesocialcontact
with theexchangeof les. Thesele sharingcommunitiesareaneffective way to
protectthe contentintegrity by postingcommentsanddiscussionsFake or poor
quality contentis recognizedy the communitymembersandremoved or labeled
asfake. Socialcommunitiescanhenceform acollaboratve Iter [75] for le shar
ing networks. Furthermorethesocialrelationsthatarecreatednsidecommunities
createadditionalincentivesto cooperateavith the le sharingnetwork. Peopleend
to help eachothermorewhenpeersareseenasreal peoplewith similar interests,
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insteadof downloadingcomputers. Tribler's cooperatre download feature(dis-
cussedn Sectionl.3)is anexampleof this.

Examplesof popularBitTorrentcommunitiesare Filelist (seeSection3.3.1), Pi-
ratebay[62], andMininova [53].

1.5 Decentralized community management

Thetechnicakrchitecturef all popularvirtual communitiesstill followstheclient-
sener model. Information aboutthe membersand their relationsand all other
communitydatais storedandmanagedy a centralsener.
Ourvisionis thatcommunitiesandp2p le sharingnetworkscanbothprot from
eachother Using p2p technologyin virtual communitiesmakes them scalable,
cheapermorefault tolerant,andmoreresilientagainstcensorship.Communities
area valuableadditionto p2p le sharingnetworks becausef the collaboratie
Itering andincentive advantages.
In orderto combinethesewo powerful ideaswe needscalablelecentralized com-
munity management asaway to managesocialcommunitiesarounda le sharing
network in afully decentralizedashionusingp2p.
The mostimportantfunction of decentralizedommunitymanagemerns creating
alocal view of the active peersthatform the communityaroundyou following a
p2p methodology This hasmary applicationsfor instancewhena peerwantsto
retrieve the memberof a certaincommunityor downloadersof asingle le.
In this thesiswe focus on swarm discovery aspart of decentralizeccommunity
managementSwarmdiscoveryis thedetectiorof active usersn adownloadgroup
onapr2p le sharingnetwork. The network informationof theseusersis needed
to connectto themand start exchangingcontent. We shav that existing swarm
discorery solutionsarenotfully reliableandscalable Thereforewe have designed
a secureanddecentralizedwarm discovery solution,calledLITTLE BIRD, which
we have implementedn Tribler.
The LITTLE BIRD protocolusesepidemiccommunicatiorbetweenpeersto dis-
tribute swarm information. Whenswarm informationis gatheredrom mary un-
trustedpeers,the problemof reliability of swarm informationis introduced. To
prevent attacksin which peerspollute a swarm with maliciousinformation, we
have createda quantitatve measureof the contritution of peersto the BitTorrent
andLITTLE BIRD protocol.Peerghathave alow valueof thiscontritution measure
will beautomaticallyexcludedfrom the protocol.
We have conductedietailedmeasurementsf aBitTorrentcommunitycalledFilelist.
We have measuredhe behaior of usersandstatisticsaboutBitTorrentdownload
swarms. Our measurementesultsare usedto optimize and evaluatethe LITTLE
BIRD protocol.Ourdecentralizedwarmdiscovery protocolhasbeenevaluatedoy
large-scaleemulationson a supercomputenn theseemulationswe reenactedhe
measuredehaior of all peersin a swarm, usingthe actual Tribler applications
with LITTLE BIRD support. Evaluationresultsshav thatwe managedo createa

7



scalableandsecureprotocol.

1.6 Contributions
In this thesis we malke thefollowing contrikutions:

o Westudythebehaior of BitTorrentusersandswarmsin detailusingscraped
datafrom the BitTorrentcommunity'Filelist.org'.

e We presentLITTLE BIRD, a decentralizegwarm discovery protocolwith a
focuson securityandscalability

¢ WedevelopthecROWDED emulationtoolkit in orderto carryoutlarge-scale
emulationof the LITTLE BIRD protocolonasupercomputer

1.7 Thesis outline

Theremaindef this thesisis organizedasfollows. In Chapter2 the problemof
swarmdiscovery will be describedandexisting solutionsandtheir dravbacksare
given. To getdetailedknowvledgeabouthonv swarmsandtheir membersdehae,
we have carriedout a studyin the BitTorrentcommunity’ Filelist.org', presented
in Chapter3. Chapter4 presentsour swarm discovery solution for the Tribler
network, calledLITTLE BIRD. Also, we discusshow our LITTLE BIRD protocol
meetsthe designrequirementpresentedn Chapter2. In Chapters we evaluate
theLITTLE BIRD protocolfor Tribler in emulationexperimentdasedn measure-
mentsof the Filelist.og community We have developedan emulationtoolkit,
called CROWDED, to carry out theselarge scaleemulationson the DAS-2 super
computer Conclusionsandrecommendationarepresentedn Chapter6.



Chapter 2

Problem Definition

I do not seek. 1 find.

— PabloPicasso

In this chapterwe de ne the problemthatis the main subjectof this thesis: the
discovery of aswarmin asecureandscalablevay. In Section2.1we describehe
problemof swarmdiscovery: nding peerghataredovnloadingthe samecontent.
In Section2.2 we de ne the designrequirementdgor a secureandscalableswarm
discorery solution. In Section2.3, we discussexisting swarmdiscovery solutions
andreview how they meettheserequirements.We concludein Section2.4 that
noneof the existing solutionscomplieswith the requirementsTherefore we will
designanew decentralizedwarmdiscovery protocolin Chapter.

2.1 Swarm discovery

In P2pP networks, thereis no centralcomputerwhereall informationandservices
reside. Theinformationandservicesaredistributed over all peersin the network.

In practiceap2p network is very dynamic,with peersconstanthjoining andleav-

ing. Peerdiscorery is the problemof nding cooperatingpeersin a dynamicp2p

network.

Inp2p le sharingnetworkswe areparticularlyinterestedn discoreringpeerghat
aredowvnloadingthe samecontent. Thesepeersarein the sameBitTorrentdown-

load swarm. Hence swarm discovery in the BitTorrentnetwork is the problemof

nding nearlyevery peerthatis barteringpiecesof a certain le.

The information aboutpeersin a swarm that hasto be found consistsof 1p ad-
dressesand listening ports of eachpeer With thesenetwork addressesa peer
canstartconnectiondo its swarm fellows. We will referto a list containingthe
network addressesf the peersin a swarm asa peerlist. After connectingo the
discoreredswarm peersthe barteringprocesss initiated, which allows a peerto

startdownloadinganduploadingpiecesof the le.
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2.2 Design requirements

Below, we de ne ve designrequirementshathave to be metin a quality swarm
discorery solution. We will usetheserequirementso review currentswarm dis-
covery solutionsandasa motivationfor the designof our protocol.

Bootstrapping Theinitial phasan swarmdiscoveryis calledbootstrappingDur-
ing the bootstrapprocessa small numberof initial swarm peersare discorered
andconnectedThe subsequentiscorery of morepeersin the swarmis relatively
easyafterbootstrappings successfullicompletedbecauséheinitial swarmpeers
canbeusedfor this. Bootstrappings important,becausevhenit fails, subsequent
discorery of alargerpartof theswarmis impossible.

Whenacentralizedswarmdiscovery solutionis used asin theBitTorrentprotocol,
bootstrappings not necessatyEachpeerknows the staticaddresof the central
tracker, whichis theirinitial andsubsequergourceof swarminformation.If peers
howvever dependon a decentralizedswarm discorery solution, they will always
have to startwith a bootstrapstep. Becauseour goalis to designa scalable and
thereforedecentralizedswarm discovery solution, bootstrappings animportant
requirement.

Swarm coverage Peersmeedto know enoughotherpeersin thedownloadswarm
to be ableto usethe BitTorrent protocol ef ciently. We will call the subsetof
the download swarm that a peerknows its swarm coverage. The goal of swarm
discorery is to maximizethe swarm coverageof peersbut in biggerswarmsit is
notnecessaryo have full swarmcoverage As longasapeerknowvs enoughswarm
membergo have all piecesof the contentavailableto it, it canbarterwithout the
limitation of contentunavailability.

When swarm coverageis too small, a swarm can becomepoorly connectedor
even partitioned.The partitioningof a swarmresultsin two disjoint subset®f the
swarmin which no peerknows ary of the peersin the othersubsetPartitioningis
morelikely if the swarmknowledgeof the peersis notrandomenoughj.e., if the
swarmgraphis notarandomlyconnectedraph.Theformationof localknovledge
(cligues)andthe constantstreamof peersjoining andleaving the swarm, might
breakuptheswarmin separatgarts.

Scalability and load balancing Scalabilityandloadbalancingareimportantfac-
torsin the designof a swarm discovery solution. For swarmdiscovery to be scal-
able theoverheador eachpeerhasto beminimalandonly hasto grow slowly with
thenumberof simultaneouslownloadsor sizeof thedownloadswarms.Overhead
shouldbe evenly divided over all peersin a download swarm (load balancing).
For swarmdiscovery, the overheadconsistsof bandwidth,cpu usageandstorage
space.Bandwidthis the resourcethatis mostscarce.In reality, somepeerswill
donatemore bandwidthto a p2p network than others,but they shouldhave the
possibilityto in uence this individually.
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Incentive to cooperate When swarm discovery is distributed over a network of

peersthey needto donateresourcegmostly bandwidth)to help otherswith their

discorery processIf peershave no naturalincentvesfor this donation,they tend
to behae like rationalagentswhich only follow protocolif it will maximizetheir

utility [69]. Thislackof anincentvesmechanisnihasleadto mary freeridingpeers
in the Gnutellanetwork. Measurementshav thatonly 1% of the Gnutellapeers
handledhalf of the le requestsand70%of all peersdonotshareary les [3].

Therehasbeenmuchwork on providing incentves for cooperationn p2p net-
works. BitTorrentusesthe tit-for-tat protocol (explainedin Sectionl.2)to give
peersanincentve for fair bartering.Otherresearctiocuseson reputationsystems
[57, 42, 2] or systemsn which cooperatie peersarerewardedby the receptionof
credits[35, 74]. Feldmanetal. [27] take a game-theoretiapproachto incentve
techniquegor r2p networks. They useamodelin whichall peersave asharedhis-
tory storedover a distributedinfrastructure.For a successfutiecentralizedwarm
discovery protocol,similarincentivesarenecessaryo stimulatepeerso cooperate
andcreateareliablesystem.

Integrity and security Integrity andsecurityof a p2p network areimportantis-
suesto considerwhendecentralizinggwarm discovery. Whena centraltracler is
used,peopletrust this third party by nameand are surethat the sener will give
genuinepeeraddresseasa result. In caseof decentralizedgwarm discovery, the
responsibilityof delivering areliableserviceliesin the handsof every peer Each
queryresultcould be anattackof a maliciouspeer We will focuson two typesof
attackswhichcouldharmar2p le sharingnetwork, namelypoliution attacks and
distributed Denial of Service (dDoS)attacks.

In apollutionattack,agroupof peerdriesto reducethequalityof ar2p le sharing
network by poisoningit with fake contentor information. It hasbeenreported
thatthe musicindustryusesthis kind of attackto ght pirag/ in p2p le sharing
networks[59, 16, 49].

In caseof swarm discovery, a pollution attackwould try to disablea dovnload
swarmby spreadingasmucherroneougpeerlistsaaspossible.Theinjectionof non-
existentnetwork addressem the swarmwill pollutethe peers’knowledge,sothat
they cannotconnecto eachotherarymoreandthe contentbecomesinavailable.

Insteadbf trying to polluteadownloadswarm,attaclerscanalsotry to exploit it for
adDoSattack.In adDoSattack,anattacler triesto shutdown avictim's network
serviceby letting multiple computerssendmary uselessietwork packagedo its
addresgseeFigure2.1). David Mooreetal. shav thatdDoSattacksareacommon
threaton the Internet[55] andgive detailedmeasurementsf over 68,000dDoS
attacks. Many publicationson counteractshav that dDoS attacksare indeeda
realisticthreat[43, 14, 77].

In the caseof swarm discorery, an attacler could sendthe 1p addresof a vic-
tim's web sener in a peerlistto mary peers,statingthatthis peeris active in the
downloadswarm. The peersthatreceve this ip addressouldall try to connectto
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this addressandthereby ood it with network packagesWe will describedDoS
exploitsrelatedto distributedhashtablesin Section2.3.3.

2.3 Current solutions

In this sectionwe will describefour currently usedswarm discovery solutions,
namelya centralized tracker, multiple trackers, distributed hash tables, andpeer
exchange. For eachsolutionwe discusgo whatextentthey meettherequirements
mentionedn Section2.2.

2.3.1 Centralized tracker

Thedecentralizedlesignof p2p systemss oneof theirmajoradvantageslt makes
theBitTorrentsysteme xible, scalableandreliable. The BitTorrenttracker is one
of the partsof the systemthat still hasa centralizeddesignusinga client-serer
architecture.

Peerssendswarmdiscovery requestdo a BitTorrenttracker usingthe HTTP pro-
tocol. Thetracler repliesby sendinga peerlistwith swarminformation.No boot-
strappingis neededpecausall peersin the swarm canreadthe statictracker ad-
dressfrom thetorrent le.

Theclient-serer architectureof the BitTorrenttracker makesits bandwidthgrow
linear with the amountof peersandis thereforean unscalableswarm discovery
solution. Bram Cohen,the inventor of BitTorrent,recognizeghat the BitTorrent
tracler is indeedabottleneckof the systen]20]. Currently it is alreadynoticeable
thattrackershave long responselelaysandpeersoftenhave to do multiple tracker
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Figure2.1: An attacler can ood a swarmwith the singleip addresf a victim
computer If thereceving peerstrustthe attacler, they will connectto the victim
andcauseadDoSattack.
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requestsiueto time-outs. Whenthe numberof BitTorrentuserswill grow in the
futurethis problemwill evengrow in suchawaythatbuilding areliablecentralized
traclker will beundoableor atleastvery expensve.

A centralizedracler is alsoasinglepoint of failurein the BitTorrentsystem.This
meanghatits failurewill causeaninterruptionof theBitTorrentserviceof enabling
peopleto join andusedownloadswarms.While thep2p architectureof BitTorrent
givesareliabledownloadervironmentthroughthousandsf usergyoingonlineand
of ine at eachmoment,a irresponsie tracker immediatelymakes it impossible
for new peersto join a download swarm. The BitTorrentmeasuremenstudy of
Pouwelseetal. [63] alsoconcludeghatcentralcomponent®f BitTorrentresultin
anincreasedisk of systemunavailability.

Thelack of reliability andscalabilityof centraltrackersundera high requestoad
areshavnin Table2.1. We have measuredherespons¢imesof the Piratebay62]
tracler after requestingpeersfor threetorrents,every 20 minutesfor a day Half
of ourrequestsemainedinansweredwe useda soclet time-outof onehour). For
the otherrequestsit took thetracker 2 to 3 minutesto respond.

Torrent le | Successfutesponseé¥) | Averageresponsédime (s)
Torrentl 51.6 211.7
Torrent2 52.3 139.7
Torrent3 52.3 191.7

Table2.1: Theresponseateandaverageresponseime of the PiratebayBitTorrent
tracler.

The currentcentralizedBitTorrenttracker doesnot meetour mostimportantre-
quirement,namelyto be scalableandto have a balancedbandwidthusage. All
bandwidththatis usedfor swarmdiscorery hasto bedonatedy thecentraltracler,
whichformsabottlenecko the BitTorrentsystem.

A nal disadwantageof the currentcentralizedrackersin the eld of securityand
integrity is thatthey are an easytarget for an attackat the BitTorrentsystem. A
singledDoSattackcanstopatracler, leaving all downloadingpeerswithoutmeans
to discover eachotherandto continuetheir dovnloads.

Theclient-serer architectureof centralizedrackersmalkesit relatively simpleto
add extra functionality besidespeerdiscovery. Trackers often have a featureto
give statisticsaboutthe downloadingpeers More importantly BitTorrentcommu-
nitieswith restrictedaccessisetheir trackersto enforcea morestrict sharing-ratio
enforcementFor the Filelist.olg community thisis explainedin Section3.3.1.

2.3.2 Multiple trackers

In additionto the singleBitTorrenttracker explainedin Section2.3.1,the BitTor-
rentprotocolhasbeenmodi ed to createthe possibility of having multiple tracker
addressef atorrent- le [9]. If the rst tracker in the list responddo requests,
communicatiorbetweerpeersandthe tracker will be normal. Whenthe primary
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trackeris down or hasalongresponsdéime, clientswill try thenext trackerfromthe
list until aworkingtracker is found or thelist is exhaustedThis additiondoesnot
solve ary of theproblemsconcerninghelack of scalabilityof centralizedraclers,
it merelyincreasests reliability by a constanfactorat the costof moretraclers.
It does however, offer someextra e xibility for torrentsthatareavailablethrough
multiple traclers.

2.3.3 Distributed hash tables

A populardecentralizeépproacho swarmdiscovery usesdistributedhashtables
(DHTSs). A DHT is adistributeddatabaselivided over a network of computersre-
ferredto asnodes. All nodescanstore(key, value)-pairsonthe DHT andlater nd
valuesby searchingor keys. Storeandsearchactionsareperformedby nding the
noderesponsiblgor the searchkey andthensendingit a STORE Or FIND VALUE
command.Theresponsiblenodeis the nodeclosesto the searchkey, with a cer
tain quantitatve measurenf distance. The responsiblenodeis found by sending
requestdo nodescloserandcloserto thesearchkey. A requestechodewill either
returnthe addresf a nodecloserto the searchkey, or it is the responsiblenode
itself.

When DHTs are usedfor swarm discorery, the addressesf all swarm members
have to be storedfor eachBitTorrentswarm. This canbeimplementedoy using
the hasheof swarmsaskeys andthe peerlistsasvalues. In thisway, a DHT can
replacethecentralizeditTorrenttracker. For eachswarm,a uniquepeeror group

(@ find A find A store peer 1
peer 15} | peer15| in swarm 15
) address of ' address of
' peer 1
H

Storing peer 1 peer7 peer 14
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—
»~

find
swarm 15

peer 1
+

address of address of
' peer 10 H eer 14
ﬁ find H P find : P
peer 15, B peer 15 0
v x
b =

others
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Figure2.2: Typical storeand nd value actionson a swarm discosery DHT. (a)
Peerl nds managempeer14 throughpeers3 and7. Thenit storesitself asa
memberof dowvnloadswarm 15. (b) Peer2 searchesandretrievesthe peerlistof
downloadswarm15 on peerl4throughpeer5 andpeerl0.
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of peersarefoundto be theresponsiblenodes.We referto thesepeersasswarm
managers. For all dovnload swarms,a single DHT is needed.Peerswill store
their network addresseen the DHT whenthey have joineda swarm. Later, other
peerscanusethe DHT to searchfor the peerlistof the particularswarmand nd
all subscribegeers.

In Figure2.2aandFigure2.2b, typical storeand nd actionsin DHT swarmdis-
covery areshawvn. In this examplethe IDs of both peersandswarmsareintegers.
Swarminformationis routedto the swarmmanagepeer(the peerwith its ID clos-
estto the swarmID). In the examplecase,peerl4 is swarm managerfor swarm
15. Peerl wantto storeitself asswarmmemberandpeer2 wantsto retrieve the
peerlistfor swarm 15. Swarmdiscovery startswhenpeerl hasjustjoined down-
loadswarm 15. It thensearche$or a peerwith thelD closestto swarmID 15 and
nds andqueriespeer3. Peer3 returnsthe addres®f the peerwith the D closest
totheswarmID thatit knows: peer7. Peer7 will sendpeerl to peerl4,theswarm
managerPeerl thenstorestself to the peerlistresidingon peerl4.

A similarprocesss executedoy peer2, whichis searchindor thepeerlistof swarm
15. It is routed(throughpeer5 andpeerl0) to peerl4, whereit canretrieve the
taiget peerlist. The peerlistwill containtheaddres®f peerl.
DifferentBitTorrentsystemauseDHTs in additionto the centraltracker. BitTor-
rent4.1.0introduced traclerless'torrentg[11, 10], which usesheKademliaDHT
implementation52] for peerdiscosery. Also the BitTorrentclients Azureus[5]
andBitComet[8] have implementedKademliapeerdiscovery solutions,both not
compatiblewith the BitTorrentstandardr eachother

Someof the otherbetterknovn DHT implementationsire CHORD [70], Content
AddressabléNetworks (CAN) [66], Pastry[68], Symphory [51] andViceroy [50].
Theirtheoreticaperformancef differentactions(for instancestore, nd, join) are
fairly similar[36] anddependn optimizationsandparametetuning [47].

DHTs are a well distributed solutionto peerdiscovery. Their advantageis that
searche$or the samekeys (in our casedownloadswarmIDs) will alwaysrouteto
the samepeerswithin a singlenetwork. Peerghatstoredataandpeersthatsearch
for it will both nd the swarm managetto do their operationandthusbe ableto
exchangedata. Hence,DHTSs give peersa high swarm coverageover a scalable
architecture.

For anew peerto join aswarmdiscovery DHT, it hasto bootstrapon apeerthatis
alreadymemberof the DHT network. It will thenbuild routingtablesandcollect
informationabouta partof the DHT peers.A userhasto bootstrapghe DHT once
persessionAfter that,it canusetheDHT swarmdiscovery for multiple swarmthat
it wantinformationabout. Theinitial peerhasto be locatedusingsomeexternal
bootstrappingmethod. In the AzureusBitTorrent client, the KademliaDHT is
bootstrappevith peergecevedfrom acentralizedracker. Azureususedts DHT
not as a replacementor the centralizedtracler, but merely as an additionif a
centralizedracleris of ine or unreliable.

Loadbalancings a problemon DHTSs. Informationaboutthe peersin a download
swarmis storedon manageipeersthathave beenchoserbasedon the hashvalue
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of their peerlDs. Thesepeershave no semantiaelationwith the swarmthey are
managingandaremostlyno downloadersn thatswarm. Every peerin thenetwork

canbe chosemasthe manageiof someswarmthatis popular which mayresultin

mary requests.Theloadis unbalancedndenormouswarmscanbe mappedon

peerswith relatively poorconnectiity. Anotherproblemis relatedto integrity and
security In aDHT, theroutingto a peeris donein somestepshroughotherpeers.
Theroutingdepend®nthequality of theresponsesf multiple peerdn thenetwork
thatarenotrelatedto therequestingpeer Thesepeersarenot downloadingsimilar
les orin otherwaysreliable. Still the informationfrom thesepeersis usedto

build routingtablesand nd peersandcontent. Ensuringintegrity is very hardin

more comple algorithmslike a DHT, andwaysto useDHTSs for a dDoS attack
have alreadybeenstudied[58].

Someresearcthasbeendoneon theweaknessesf Kademlia.Thefactthatnodes
canchooseheir own randomiDs is a weaknessAn attacler canusethis freedom
to take over the control over a certainswarm or the completesystem. Whenthe

DHT nodestry to routetheir queriesto a certainnode,they will endup with an

attacler andreceve a fake responseCerri etal. [15] proposea solutionby con-

strainingthe ID selectionof peers.Peersusea hashvalueof their ip addressand

somebits of their port numberto createtheir ID. This ID is then challengedby

sendinga Kademliaping messagéeo the correspondingp address.Furthermore,
they proposea resourcerotation stratey, in which the IDs of resourcegin our

case:downloadswarms)dependon temporalinformation. The changingocation

of resourcedn the DHT makesattacksmoredif cult.

Finally, DHTslack incentivesfor cooperatiorfor peers.Thereis no semanticabr
socialrelationbetweenour peerandthe others. If peersactlike rationalagents,
thereis noreasorto donatebandwidthfor the operationof the DHT.

2.3.4 Peer exchange

Peerexchanges anotheradditionto swarmdiscovery usinga tracker. It assumes
thatall peersalreadyknow a partof the swarm,for instancefrom a centraltracler.
Insteadof contactingthetracker again,peerscontacteachotherandexchangehe
subsetof peersthatthey know. This obviously doesnot solve the bootstrapping
problem,but reduceghe load of the centraltracker whenmore peersareneeded
duringadownload. Peerexchangeéhasbeenimplementedn Azureusversiondater
than2.3.0.0[61].

From the documentationywe can concludethat Azureuspeerexchangedoesnot

provide anincentive to cooperatevith the protocol. Thereis alsono sign of load

balancingsomary peeranaybeexchangingpeerswith asinglepeer For integrity

andsecuritypurposesAzureuspeerexchangewill labelpeersasspammersvhen
they are ooding theswarmwith peerlists.Thereis, hovever, no protectionagainst
fake peerlistghatmaybeexchanged.
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2.4 Discussion

In Table2.2,we give a summaryof how the discussedwarmdiscovery solutions
scorein complyingwith the ve designrequirementsle ned in Section2.2. All
solutionscanscoregood(+), reasonablé+/-), or poor (-).
The BitTorrent centralizedtracker and multiple tracker solutionsscoregood on
bootstrappingbecauseheir network addresseare staticallyembeddedn torrent
les. They also manageto deliver full and secureswarm discovery.  The big
problemis, however, their lack of scalabilityandload balancingwhich makesthe
tracker component bottleneckfor BitTorrent. The needfor incentivesis not ap-
plicable (NA) for theseswarm discovery solutions,becauseeersdo not needto
cooperatasthetracker doesall thework.
The DHT solutionscoresreasonablén bootstrappingbecauset hasto be boot-
strappedavery session It deliversa goodswarm coverageandis well scalableas
thereareno centralcomponentin a DHT. Still we consideredcalabilityandload
balancingonly reasonablebecausgeershave to donatebandwidthfor swarms
they arenotrelatedto. Thelack of incentvesto cooperatendsecurityin a DHT
givestwo poorscores.
Peerexchangéhasscoressimilarto the DHT solution.Bootstrappings ratedpoor,
becausd is outsidethescopeof peerexchangeandhasto be donefor eachswarm.
Furthermore peerexchangeoffers good scalability poor load balancingand bad
security

Centralized| Multiple | DHT Peer
tracler traclers exchange
Bootstrapping + + +/- -
Swarmcoverage + + + +
Scalabilityandloadbalancing - - +/- +/-
Incentive to cooperate NA NA - -
Integrity andsecurity + + - -

Table 2.2: The qualitiesand weaknessesf currentswarm discovery solutions,
ratedfrom good(+) to poor(-).

We concludethatin swarmdiscovery solutionsthereis atensionbetweerintegrity

andsecurityon onesideandscalabilityon the other Swarm discovery solutions
thathave a scalabledesign like DHTs andpeerexchange suffer alack of protec-
tion againstattacksandpollution. In our swarmdiscosery protocolLITTLE BIRD,

presentedn Chapter4, we aim to combinethe bestof bothworldsto realizeboth
secureandscalableswarmdiscovery.
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Chapter 3

Swarms: a Behavioral Study

Measure what is measurable, and make measurable what is not so.

— GalileoGalilei

In Chapter2 we have presentedhe shortcoming®f the currentswarm discovery
solutionsbasedon our designrequirements.To make our swarm discovery solu-
tion meettheserequirementswe have conducted detailedstudyof a BitTorrent
le sharingcommunity which we presentn this chapter We have measuredhe
individual behaior of all the usersin this community This chapterwill explain
which propertieof swarmmembersaremeasure@ndhow thesedatacanbe used
for the evaluationof our protocol.In Section3.1, we introducethe generalife cy-
cle of adownloadswarm. In Section3.2,we discusgelatedmeasurementsn the
BitTorrentnetwork and communities.In Section3.3, we presenthe structureof
our measuremerdgoftware andour target BitTorrentcommunity filelist.org. The
resultsof thesemeasuremen@regivenin Section3.4. Finally, in Section3.5,we

have measuredheoverheadf theBitTorrentcentralizedracler andusedAzureus
statisticdo estimateheoverheadf theKademliaDHT. Thesedatashav theband-
width usageof thetwo mostusedswarmdiscovery solutions.

3.1 Swarm life cycle

Whenwe measurehe propertiesof a swarm andits memberswe will always
seecertainphase®f the swarm, namelycreation, the flash crowd effect, gradual
decrease of popularity, and nally , death due to lack of popularity or deletion from
the tracker. Thesgour phasesreschematicallyshavn in Figure3.1andexplained
below.

A swarmis createdvhenaninitial seedecreatesrorrent le fromthe le it wants
to shareandaddsthis torrentto the tracker. After the addition,the initial seeder
staysonlineto ensuredataavailability. Theadditionof newv (andpopular)content
often makesa swarm grow rapidly directly afterits creation,which is calledthe
flash crowd effect. During this phasemary peersjoin the swarm, makingit the
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mostactive phaseof the swarm. Swarmmemberghathave nished downloadthe
data,areexpectedo stayonlineandhelpseedingt.

The ash crowd periodendswhenmary userghathave nished downloadingthe
dataleave theswarm. Thenumberof joining andleaving swarmmemberdecomes
balancedandthe swarm size startsto fall slovly. The reducingpopularity of the
datawill alsocausethejoin rateto fall. Thegradualdecreas®f popularityphase
takesmuchlongerthanthefast ash crowd phase.

The life of the swarm canendin two ways. If thereare no more peersleft to
guarantedull contentavailability, becausall actve peerslack a full copy of the
le, the swarmdies. The existenceof a swarm canalsoendwhenthe torrentis
automaticallydeletedfrom thetracler.

3.2 Related BitTorrent measurements

Severalstudiesandmeasurementsf the BitTorrent le sharingprotocolhave been
published pecausef its growing popularity
Thereareseveral studiesthatevaluatethe propertieof the corealgorithmsof Bit-
Torrent. Legout[46] focuseson the chokingandrarest rst protocols,which are
part of the tit-for-tat sharing-ratioenforcementnd piecedistribution in BitTor-
rent. Pouwelseet al. [63] have focusedtheir measuremenbn the contentthat
is distributed through popular BitTorrent communitiesand the behaior of the
users.lzal et al. [41] measuredhe statisticsof a singletorrentover a period of
ve months. The amountof cooperatiorof differentBitTorrentcommunitieshas
beenmeasuredby Andradeetal. [4], to testif thetit-for-tat protocolincreaseshe
amountof cooperation.Qiu et al. [65] have modeledthe behaior of BitTorrent
usersmathematicallandcomparedheir resultswith actualmeasurements.

flash crowd decrease of
effect popularity

torrent
removal

swarm
size

AN
\ torrent
AN \death

torrent
creation

time ——
Figure3.1: Thelife cycle of adownloadswarm.
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To our knowledge, thesemeasuremenstudiesall usethe 1p addressor BitTor-
rentid of a peerto identify it. P2p activity from the samerp addresshowever,
doesnot have to beinvoked by the sameuser becausgeoplemay have dynamic
1p addressesr may be locatedbehinda nerwork address translator (NAT) box.
TheBitTorrentpeeridenti cation doesnot solve the problemof peeridenti cation
either Accordingto the BitTorrentspeci cation,a peercanrandomlyregenerate
thisid for eachdownloadswarm. Hence all thesemeasuremergtudiessufier from
the problemof identifying a peerover multiple sessionsndin differentdownload
swarms.

We differ from the studiesabove in thatour measuremen&rebasedn unambigu-
ouspeeridenti cation thatis valid throughmultiple swarmsandsessionsf apeer
Identi cation of peerdis doneby a tracler thatrelatesall peerrequestdo existing
useraccounts. This enabledus to map measuredstatisticson users. Whenone
userwasin differentswarmson differenttimes,thesestatisticsstill couldbe com-
bined. Hence,we have collectedan individual network actvity history for each
user With theseadditionaldatawe canextract more sophisticatedtatisticsfrom
our measurementhanthe studiesmentionedabore.

3.3 Measurement setup

In this sectionwe introducethe Filelist BitTorrentcommunityasthe community
wherewe conductedur measurementandwe describehesetupof ourmeasure-
mentsoftware.

3.3.1 BitTorrent community

Wewerelookingfor aBitTorrentcommunitythatwould resemblehe Tribler com-
munity in thenearfuture. With measurementsf suchacommunitywe candesign,
optimizeandevaluateourswarmdiscovery protocolfor Tribler. Thesocialnetwork
andsharing-raticenforcementeaturesof Tribler will in uence its communityto
be active andcooperatie. Therefore,our target BitTorrentcommunityshouldbe
active and have sharing-ratioenforcemenanddiscloseduserbehaior statistics.
Thefilelist BitTorrentcommunity[28], furtherreferredto as lelist, meetsthese
requirementandwaschoserto do our measurementsn.

Filelist is a BitTorrentcommunityandtracker. Peoplehave to becomea member
to be ableto seedor download les through lelist. Currently lelist hasaround
110,000members.Thesemembershi@ccountsareprimarily usedto executeex-
tra strict sharing-raticenforcementtherebystimulatingthe memberdo cooperate
moreintensvely.

The normal BitTorrent clients usethe Tit-for-Tat protocol [20] for sharing-ratio
enforcemen{seeSectionl.2). This protocolis not very strict and sharing-ratios
areresetwhener a BitTorrentclientis shut-devn. In lelist, additionalsharing-
ratio enforcemenis handledin the traclker. This createsthe possibility to save
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memberstatisticsfor their completdifetime. Membersthathave too low sharing-
ratiosarepunishedy refusingthemaccesso thenewestcontent.Becausef these
strictrules,memberdhave an extra incentive to upload. Hence, lelist tendsto be
aBitTorrentcommunitywith morecooperatiorandcontentavailability.

Strict sharing-raticenforcementincreaseshe likelinessof Sybil attacks in which
peoplecreateanew identity whentheir formermembershi@ccounthasreceveda
negative reputation.In the lelist communitythis problemdoesnot exist, because
newv membersvith anuploadamountunderacertainthresholdacethesamedown-
loadrestrictionsasfreeriders Also, lelist hasauseraccountimit, which hasbeen
reachedor sometime now.

The administrationof usersdatain the tracker of lelist hasthe adwantagethat
we canmeasuraletailedstatisticsaboutall usersin all swarmsof the community
Thesestatisticsare presentedn Section3.4. The userlevel administrationgave
ustheopportunityto link differentsession®f the sameuserandcreateindividual
actvity histories.

Apart from the basicBitTorrenttracker functionality the lelist communitycon-
sistsof a communitywebsitewherememberscan searchand discussthe hosted
les. Thecommunityofferssocialfeaturedor its memberslike aforum, the pos-
sibility to registermembersasyour friends,and sendmessageo eachother to
increasethe socialrelationsbetweenmembers. An increasedsocial community
feeling will increasealtruism and contentavailability on the lelist le sharing
network.

We shavedthelack of scalabilityandreliability of the BitTorrentcentraltrackerin
Section2.3. Filelist haschoserto remove all torrents28 daysaftertheir creationto
reducdrackerbandwidth.Theamounif availablecontentonthetracleris thereby
signi cantly decreasedyecausef thellimitationsof the BitTorrentsystem.

3.3.2 Measurement software

Filelist givesdetailedstatisticsabouteachof its swarmsandusers.We wrote soft-
ware that continuouslydownloads,compresseand storesthe statisticsfrom the
lelist website aprocessalledweb scraping. By combiningour scrapediata,we
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Figure3.2: The rst vetorrentsin thetorrentlist of thefilelist community

22



canadda time factorinto the lelist statistics,creatingindividual online actity
historiesfor eachuser In this sectionwe describeour web scrapingsoftwareand
thecollecteddata.

Therearetwo sortsof statisticapagesn Filelist: thetorrent list, andfor eachactive
swarma swarm member list. We will describehesepagesdn turn. Thetorrentlist
shawvs all currentlydownloadabldorrents(active swarms)andtheir propertiessee
Figure3.2. For eachswarm,thetorrentlist shavsthe genre, torrent name, number
of comments, hours until deletion, file size, number of view, number of seeders, and
number of leechers. Becaus@round25 new torrentsareaddedo lelist everyday
andthetorrentsaredeletedafter28 days,thereareabout700torrentsin thetorrent
list.

Perdowvnloadswarm,aswarmmemberdist is given,with detailsabouttheconnec-
tion andbehaior of eachswarmmembeyseeFigure3.3. For seederandleechers,
the swarm membetists shaws the username, connectivity, upload and download
statistics, sharing-ratio, percentage downloaded, tracker connection statistics, and
the name of the BitTorrent client. Some lelist membersisethe swarm members
lists to manuallyselector banusersbasedon their long term cooperatienessand
actwity.

We have built our web scrapingsoftware using multi-threadingto guaranteeea-
sonabldrequentdownloadof all pages.The programé mainthreaddovnloadsthe
torrentlists to acquireknowledgeover all available swarmsandtheir sizes. The
torrentlist is downloaded,compresse@ndstoredat a x ed intenal of 200 sec-
onds. After eachdownload of the torrentlist, its actve swarmsaredivided over
four downloadthreads. Thesethreadswill scrapethe swarm memberlists of all
receved swarms. Larger swarmswith larger swarm memberlists take a longer
time to download. To guaranteeimilar downloadfrequenciedor all the swarms,
we calculatethe expecteddownloadsizeof eachswarmmembelist anddistribute
the swarmsover the downloadthreadsin sucha way, that eachthreadrecevesa
similar amountof bytesto be dovnloaded. Whena nev swarmis detectedby a
downloadthread,it downloadsandcompressethetorrentmeta- le in additionto
theswarmmembetist.

With the useof four downloadthreadsdownloadfrequeng of the swarmmember
lists was aroundevery 6 minutes. In this con guration our web scraperuseda
bandwidthof 220MBytesperdayfor scrapingorrentlistsand8.5 GBytesperday

ibtide fis) I Ratio CompleteConnected | IdleClien
Arbo Yes 10.36 GEI04.54 kB/s| 362.95 MB464.00 kB/s| 29.226 100.00% 3:40:3220:23|BitTorrent/4.1.2
TEVOX Mo 6.29 GH544.16 kB/s| 359.35 MB360.05 kB/s| 17.929) 100.00% 3:36:01{13:57uTorrent/1400
Krillle Yes 6.18 GE912.74 kB/s| 360.85 ME218.00 kB/s| 17.535 100.00% 2:14:5816:39\uTorrent/1400
SlayTG Yes 5.97 GH 116 MB/s| 359.35 MB225.20 kB/s| 17.001] 100.00% 1:43:5116:27uTorrent/1400
tregie Yes 3.72 GE327.68 kB/s| 359.35 MB435.47 kB/s| 10.596 100.00% 3:34:1515:589\uTorrent/1400
rylin Mo 2.89 GE254.32 kB/s| 359.35 MB459.96 kB/s| 8.241 100.00%) 3:39:2420:39\uTorrent/1220
swither Yes 2.88 GH337.65 kB/s| 359.52 MB228.24 kBfs| 8.213] 100.00% 2:35:40) 6:25|Azureus/2.3.0.6

Figure3.3: The rst seven seedersn a typical swarm memberlist on the filelist
community
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for scrapingswarm membempagesanddowvnloadingtorrent les.

Our web scraperhasbeenrunning from 14 December2005 until 4 April 2006,
when lelist changedhe setupof their websiteand removed the online swarm
memberists. We have collecteda total of 80 GBytesof compressedata,which
containsstatisticsaboutthe membersof over 4,000 dowvnload swarms. In Ap-
pendixB.1.2, we give the detailsof whereandin what format our tracedatais
stored.

3.4 Filelist.org measurement results

From our collectedtracedata,we have extractedstatisticsto give insightinto the
behaior of memberof anactive social le sharingcommunity Fromall swarms,
we have selectednelargeexampleswarmto shav thesestatistics. Theswarmwas
active 3—30January2006, 8,963differentusershave beenbarteringin it, andthe
le thatwasbarteredvasa movie with a sizeof 730 MBytes. We missthe dataof

someperiodsin thelife time of the exampleswarm,dueto technicaldif culties of

the lelist traclkerandthewebscrapingsoftware. Thishascausedheinterruptions
in the gures.

In this section,we will presenimeasurementsf swarm size,churnandpeerbe-
havior for theexampleswarm. Furthermorewe will presentheonlineprobability
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Figure 3.4: The numberof seedersand leechersin our example swarm over a
periodof 28 days.
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andsessionengthfor theuserdn all swarmsof the lelist community

3.4.1 Swarm size and seeders/leechers ratio

Figure 3.4 shavs the measureddataof the life cycle our exampleswarm. The
numberof seederandleechersareshavn duringthe active periodof the swarm.

The rst  ve hoursafter creationthe swarm consistsof almostonly leecherspe-
causeno onehashadthe time to completethe download. This situationchanges
after 10 hours,whenthereare more seederghanleechers.Until deletion,after
28 days,about90% of the swarm consistsof seederswhich createsa swarmthat
givesfastdownloadingspeeddor the new dovnloaders We have foundthis seed-
ers/leechersatio in mary of the swarmson lelist. In otherBitTorrentcommu-
nities without additionalsharing-ratioenforcementthe majority of swarmsoften
consistf leechersFor instancejn the Mininova.og community only 40.6%of
the 4.6 million swarm membersareseedergon 6 October2006). This difference
shaws thatthe strict long-termsharing-raticenforcemenof the lelist community
stimulatesseederso stayonline.
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Figure 3.5: The churnof a swarm: the moving average(over 90 minutes)of the
numberof joining andleaving peersperminute.
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3.4.2 Churn

Thechurn of adownloadswarmis de ned asthenumberof joinsin theswarmand
leavesfrom the swarmperminute. Thisis animportantpropertywhendesigninga
swarmdiscorery solution,becausdt in uenceshow fasta peerlist(containingall
swarm peers)hecomesnvalid (becaus®f aleaving peer)or incomplete(because
of ajoining peer).

In Figure3.5thechurnof ourexampleswarmis shavn. We have plottedamoving
averageover 90 minutesof the churn datato smoothout the plot. During the
creationand ash crowvd phaseof the swarm mary downloadersjoin the swarm
andfew leave. This explainsthe rapid growth in the swarm during the rst 10
hours. After this period,the churnstabilizesandthe join ratefalls just underthe
leave rate making the swarm size decreaseslowly. Both the join andleave rate
scaledown with thefalling swarmsize.

The gure shaws a certaincycle in which the join and leave rate increaseand
decreaseThisis dueto the partof thedayor nightin which lelist usersaremore
andlessactive (alsoreportedn [4]). Thiscycle hasamuchhigheramplitudein the
rst vedaysof theswarm's lifetime, revealingmorepeeractvity. Theday-night
cycle canalsobenoticedin Figure3.4.

3.4.3 Peer behavior

With thestatisticfrom the swarmmembellists we have createdanindividual peer
behaior historyfor eachpeerin eachswarm. Sucha historyletsusfollow all peer
propertiesnentionedn Section3.3.2over time duringthe session®f a peer

In Figure 3.6, we shav the download history of a typical peerfrom our example
swarm. This gure includesthe percentagef the le thatthe peerhascompleted,
its sharing-ratiqexplainedin Sectionl.2),andits uploadanddowvnloadspeedThe
gure shawvsthatthis peerpro ts from thelarge numberof seederén the example
swarm andis ableto dowvnloadthe complete le in a shorttime. The peerstays
online afterthe completionandseedshe le, until its sharing-ratiarisesabove a
valueof 1.0.

We will usetheseindividual peerbehaior historiesfor thetrace-baseeémulation
of ourswarmdiscovery protocol,whichwill bepresenteih Chapters. During our
emulationsthe measuredbehaior of all peersn aswarmis re-enactedo testour
swarmdiscovery in arealisticsetting.

3.4.4 Online probability and online length

We wantto know the probability thata peer who is online on a certainmoment,
is still onlineon alatermoment. This is importantfor the bootstrappingphaseof
swarmdiscovery, describedn Section4.5.1. Therefore we have measuredvhich
userswereonlinein the completeFilelist communityat every hour over the mea-
suremenperiod.
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We choosean initial online usergroup consistingof 15,000userson 16 January
2006.Thenwe measurechow mary usersof the initial group were online over
the following 10 days. The daysfollowing 16 Januarywere chosenbecauseave

have uninterruptedtrace datafor this period. Figure 3.7 shavs that during our

measuremernteriod,alwaysat least48% of the usersfrom theinitial groupwere
online. A signi cant numberof usersalsowascontinuouslyonline sincethe start
of our measurementNote that Figure 3.7 shaws the active usersin the complete
lelist communityandnotonly in a singleswarm. Thesedatashav thatwithin an

active communitylike Filelist, theiris ahigh probabilityto nd usersonlineagain,
thatwereonlinebefore. Thisis animportantfact,if theseusersarethe sourcedor

swarmdiscovery.

A typical swarmdiscorery situationis thatpeer A leavesa swarm, but hasstored
for instancehenetwork addressesf 100peerghatwerebarteringonthatmoment.
Two dayslater, peer B wantsto discovery that swarm. During swarm discovery
bootstrappingit nds peerA asaninitial peerrelatedto the swarm. Therefore,
peerB sendsarequesto peerA, andrecevesthe out-datedoeerlistof the swarm,
containinghe100peerghatwereonlinetwo daysbefore.Accordingto Figure3.7,
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Figure3.6: An exampledownloadhistoryof apeer: The percentagef the le that
this peerhasdownloadedandits sharing-ratiqitop), andthe uploadanddownload
speedf the peerduringthis period(bottom).
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probably50 of thosepeersarestill online. Thoseonline peersareeitherstill active
in the swarm, or cangive peerB additionalhelp. Whenthe online probability is
lower, old views of swarmsor the communityhave lessvalue.

The effect thatit is likely to meetpeersagaincanalsobe seenin Figure4.8in
Chapterd. Therewe shav thatmary of the memberof a swarmwill beonlinein
otherswarmsin the daysafterthey have left the swarm.

As a nal prove that usersarelikely to be online, we also measuredhe distri-

bution of the sessiorlengthsof peersover the completetracedata. A sessiornis

the periodthata peeris onlinein the community This measuremerincludes2.3

million session®of over 91,000distinct communitymembers.Figure 3.8 shaws

the percentag®f sessionshatarelongerthana certaintime. Fromthe gure can

be concludedthat 10% of the session®f peersarelongerthanoneday andthree
percentarelongerthantwo days. The smalldiscontinuitiesn the plot arecaused
by interruptionsn our measurements.

We canconcludethatalthoughswarmsand le sharingcommunitiesconsistof a
dynamicalgroup of peers,still it is likely to encounteithe sameactive peersin
multiple sessions.
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Figure3.7: Thetotal numberof peersonline,the numberof peerghatwereonline
on 16 Januarn2006andatthe dateon the horizontalaxis,andthe numberof users
continuouslyonlinesincel6 January2006.
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3.5 Overhead of Swarm Discovery Solutions

In this sectionwe will measurehe bandwidthusageof the most usedexisting
swarmdiscovery solutions hamelythecentralBitTorrenttracker andtheKademlia
DHT asimplementedin the AzureusBitTorrentclient. We will comparetheir
overheadwith the overheadof our own implementationin Section5.4.3.

3.5.1 Central BitTorrent tracker

Thebandwidthusageof swarmdiscoverythroughthecentralize®itTorrenttracker
depend®nits announcdrequeng, peerlistiengthandwhetheror nota peeruses
compactformatto receve peerinformationfrom thetracker. Announcefrequeng

is de ned ashow long a peerwaits betweerannouncingtself at thetracker. Nor-

mally, thetraclker decideshow frequentlypeerscanconnecto it, to reducetraclker

bandwidthand sener load. Periodsfrom 10—-30minutesare usual. Announcing
moreoftenthanadvisedby atracker is considerednalpracticeput cangive peers
fasterdownloads.

After anannouncethe tracker will returna peerlist,with the ip addressegyorts
andpeerIDs of peersin the swarm. Default tracler settingsareto sendpeerlists
of 50 peergwhenavailable). The peerlistcanbe sentin b-encoded format(around
73 bytesper peer)or the more bandwidthef cient compact format (6 bytesper
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Figure 3.8: The percentagef sessionghat are longer thana certainnumberof
hoursin the lelist.org community Percentageareshavn on alogarithmicscale.
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peer).Table3.1 shaws the effective bandwidthusageof a centralizedracler with

differentannouncdrequencieandpeerlistformats. The bandwidthusagss very
low for eachclient, but for atracker handlingmary big swarms this canstill create
high bandwidthusage.

Announcefrequeny Bandwidthusaggbytes/min)
b-encodedormat | Compactformat

10 minutes 406 76

20 minutes 203 38

30 minutes 136 25

Table3.1: Thebandwidthusageof the BitTorrenttracker communication.

3.5.2 Distributed hash tables

In this sectionwe discusghe bandwidthusageof the distributed swarmdiscovery
protocolof the AzureusBitTorrentclient,implementedy the KademliaDHT (see
Section2.3.3).Hencewe areableto comparéts bandwidthandef ciency with our
own swarmdiscovery protocolin Section5.4.3. Thesestatisticsarederived from
theAzureusclient,which hasa statisticsscreerwith detailednformationaboutthe
operationof Kademlia. Table 3.2 shavs our derived statisticsafter a connection
with Kademliafor a periodof 64 minuteson a fully connectre computerwith a
publicip address.

Statistic Sent Receved
Total paclets 9494 2981
Paclets/minute 148.3 46.6
Bandwidth(KB/minute) 12.10 4.75
Successfupaclets 1478(15.6%)
SuccessfukIND VALUE paclets 0 69
SuccessfubTORE VALUE paclets 10 18

Table3.2: Thestatisticsof KademliaDHT protocolusagefor 64 minutes.

Most remarkablds thefactthatonly 15.6%of all outgoingDHT requestss suc-
cessful.Furthermoreopur resultsshav thatin our caseno actualpeerinformation
was found throughthe DHT in the measuremenperiod, becauseno successful
FIND VALUE requestsvheresent.Thisis in accordancevith thefactthatAzureus
only startsusingthe DHT whena centraltracker is unresponsie, which wasnot
the caseduring our test. Other peersusingthe DHT have however managedo
useour peerby storingandretrieving peerinformationby sendingour peerSTORE
VALUE andFIND VALUE requests.The bandwidthusagefor the DHT solutionis
around100timesmorethanthe centraltraclker bandwidthusage.It will increase
whenthe DHT is actively usedasswarm discovery solution,insteadof only asa
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backup. Still, it is areasonableverheadwhenpeersarebarteringlarge amounts
of data.

31



32



Chapter 4

A Decentralized Swarm
Discovery Protocol

Design is not just what it looks like and feels like. Design is how
it works.

— Steve Jobs

In this chaptemwe presenbur decentralizedwarmdiscovery protocol,calledLiT-
TLE BIRD!. LITTLE BIRD is an epidemicprotocolthat exchangesswarm infor-
mationwith otherpeersin the swarm. Epidemicalgorithmsarerecognizedo be
robustandscalablemeango disseminaténformationin large networks. LITTLE
BIRD cooperatesvith the BuddyCastprotocol(presentedn Sectionl.3)to boot-
strapinitial swarmdiscovery.

In Section2.4,we concludedhatthereis atensionbetweersecurityandscalabil-
ity in existing swarmdiscovery solutions.Thesolutionsthathave removed central
componentslike DHTs and peerexchangeJack a good protectionagainstpeers
thattry to misusethoseprotocols.In the designof LITTLE BIRD, we aimto com-
bine scalabilitywith resilienceagainstattacksof maliciouspeers.

To addthesecurityaspecto our scalablgprotocol, we have designedh quantitatve
measureof the contritution of a peer When peersdo not cooperateor even try
to misusethe protocol, their level of contritution is reducedand thesepeersare
omittedin furtherswarmdiscorery communication.

Becausa.ITTLE BIRD combinesscalabilitywith incentives and security we be-
lieve it canreplacethe currentswarm discovery solutions. As we have imple-
mentedthe LITTLE BIRD protocolfor the Tribler network, we will referto peers
thatsupportthis protocolasTribler peers.

In Sectiord.1,thesocial-basedesignof the protocolis presentedWewill present
the theory behindepidemicdatadisseminatiorin Section4.2. The components
and the software architectureof LITTLE BIRD are discussedn Section4.3. In

1QOur protocolusesgossipdisseminatiorio spreadswarminformation. Whenpeoplearegossip-
ing, they tendto sayA little bird told me.. whenthey do not wantto give the sourceof the gossip.
Therefore we call our protocolafterthislittle bird thatis a sourceof gossipfor mary.
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Sectiord.4,we give ourde nition of thelevel of contritution of apeerandexplain
the indicatorsthatwe useto measuredt. In Section4.5we describehow LITTLE

BIRD meetghedesignrequirementfrom Section2.2andpresenadditionaldesign
detailsof LITTLE BIRD.

4.1 Social-based protocol

The overall designgoal for LITTLE BIRD wasto develop a social-basedwarm
discorery protocol,insteadof a purelymathematicahpproachin the DHT imple-
mentatiorof swarmdiscovery, choicesaremadebasednmathematicastructures.
For instance the choiceof which peeris obligedto play the role of a traclker for
a certainswarm is basedon a mathematicameasureof distance. The outcome
of sucha mathematicadtlistancefunction often doesnot matchthe interestof the
peerandthereforedoesnot offer incentvesto cooperatavith the swarmdiscovery
protocol.

In LITTLE BIRD, swarmdiscovery requestsvill besendto peerswith interesin the
particularswarm, namelypeersactive in the samedownloadswarm, peerswith a
similardownloadhistory andpeerswith similar contenttaste.The peerghatman-
agethe peerlistof a swarm, sothatotherpeerscanusethemasa sourceof swarm
discovery, arealsopeersthat are downloading(or have recentlydovnloaded)in
thatsameswarm. All thesepeershave a semanticatelationwith the contentthat
they malke available,which makesthemmotivatedto contrilute to the protocol.
Thisdesignstratgy letsLITTLE BIRD work like a socialcommunity Peoplesolve
their problemsby cooperatingvith othersthatsharemutualinterestsTherelations
thatarecreatedarevaluableto solve future problems.In LITTLE BIRD, peerswith
thesimilar downloadinterestooperatdo male their favorite contentavailableto
eachotherthroughswarm discavery. Thesepeersautomaticallymeetnew peers
with interestdn the content. Whenpeersnd eachotherto be contritutive, they
will preferconnectionsvith eachotherduringfuture bartering.

4.2 Epidemic information dissemination

Researchnto epidemicinformationdisseminatiof26] hasbeeninspiredby re-
searchon real epidemicdiseasesandtheir infection models. The transmissiorof
an infection from one personto a group of other peopleis modeledby a com-
puterthatforwardsa messagéo a setof othercomputers.Hence,informationis
disseminatedeliably in the sameway anepidemicwould propagatevithin apop-
ulation. This canbe comparedvith the propagatiorof arumoramongpeopleand
is thereforealsocalledgossip dissemination.

Using the behaior of epidemics,one can createapplication-lgel multicastin
which eachpeerin a network can distribute a messagdo all otherpeers. This
distributionis initiated by creatinga messagandsendingt to alimited numberof
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peers.Uponreceptionof amessagea peerwill forwardit to f otherpeersknown

asthefanout. Eachperiodin which all peersforwarda messagés calledaround.

Therearetwo basicmodelsfor epidemicdatadisseminationnamelythe infected

forever and infect-and-die model. In the infectedforever model, peersthat have
receveda messageavill permanentlstoreit andforwardit everyroundto f other
peers.n theinfect-and-dianodel ,themessagés only forwardedonce afterwhich
thepeererasesheinformation(it dies).

Whenwe usethe epidemicprotocolfor swarm discovery, receved swarm infor-

mationis storedpermanentlysowe will focusontheinfectedforever model. This
model hasthe fastestinformation dissemination.In the infected forever model,
assuminghatinfectiouspeersry to contaminatef otherpeersin eachroundwith

a populationsizen, one hasthe following approximateformula for the expected
fractionY, of infectedmembersafterr rounds[6]:

N 1

T 14 ne I
Equation4.1 shovs that epidemicinformationdisseminationrealizesexponential
decreasef thefractionof peerghathave notreceved a message.

Additional adwantagesof epidemicprotocolsare their scalabilityand robustness.
Theprotocolis scalablébecausé canbeimplementedvith astaticfanout.Hence,
the bandwidthoverheadper peeris bounded . Redundang of messagemalesthe
systemvery robustagainstcommunicatiorerrorsbetweemeerswhich will dono
substantiaharmto thefractionof peersthatreceve amessage.

In LITTLE BIRD, the communicatiorof swarminformationthroughthe swarmis
designedasanepidemicprotocol,but we eliminatedmessage-forardingfrom the
protocol.Insteadof forwardingnen swarminformationto otherpeerstheseother
peershave to take theinitiative of sendingarequesto collectthenew information.
After therequestertave storedthenew information,otherpeerscanrequesthem,
so that the information spreadghroughthe swarm. This approachpreseresthe
scalabilityof epidemicdatadisseminationyhile it addsadditionalsecurityto the
protocol.Peersannolonger ood thenetwork with pollution. Thisis animportant
designdecisionfrom a securityperspectie.

This modelassumeshatthereis a constantindlimited populationthatis infected
at eachround. In swarm discovery, we are dealingwith a dynamicpopulation
of joining and leaving peers. In the analogyof the model, this can be seenas
infectedpeoplethat disappealiand are replacedby healthyindividuals. Clearly
thiswill malketheproces®f spreadingwarminformationto mostswarmmembers
moredif cult andswarm coveragewill belowerin practicethanpredictedin the
theoreticaimodel.

Y, (4.1)

4.3 Architecture of LITTLE BIRD

TheLITTLE BIRD softwarearchitectureconsistsof threecomponentsnpamelythe
peer acquisition, swarm database, and peer selection component. Thesethree

35



componentareusedo receve peerlistdrom otherLITTLE BIRD-supportingoeers,
storethe new discoreredpeersn alocal databas@ndselectcontrituting peersfor

bartering. We have also createda graphicaluserinterfaceto give the usermore
insightin theswarmdiscorery mechanisnandits overhead.Theremaindeof this

sectionwill describethethreeLITTLE BIRD componentg&ndour userinterfacein

detail.

4.3.1 Peer acquisition

The peeracquisitioncomponentis responsibldor the transferof requestgo and
thereceptiorof responsefom otherpeersn theswarm. Peeraisethesanessages
to spreacswarmdiscovery informationinformationthroughthe swarm. Our proto-
col useswo typesof messagefor this purpose Themessageontainingarequest
for new peersis calleda getPeers messageA Tribler peerresponddo a getPeers
messagavith a peerlist messagegontainingalist of peeraddresseandstatistics.
A detaileddescriptionof messagéormatscanbefoundin AppendixA.3. A com-
pleteLITTLE BIRD requestindrespondcycle consistof ve stepswhichwill be
explainedin turn.

Tribler peerselection (Figure4.1la)Theselectionof peersto sendarequesto is
basedon the level of contritution (describedn Section4.4) of the known Tribler
peers. Furthermore the connectioninterval of peershasto be checled, so that
peerscan not be overloadedby getPeergequests.Finally, one or more Tribler
peersareselectedo senda getPeersnessagéo.

Transfer of getPeersmessage(Figure 4.1b) A getPeersnessagés createdand
sentto the selectedTribler peer In eachgetPeersnessagea Bloom lter is in-

Requester peer Responder peer

Calculate Update requester
contribution | : statistics | SWARM

DB
Check : getPeers
conn. Interval H
Select peer reques t

______ (_b)._._._)

Select peers (a)

Calculate
contribution :

Use
Bloom filter

(©

Receive

central tracker
response

Figure4.1: Schematioverviev of theLITTLE BIRD peeracquisitionof arequester
peerandthe helpof arespondepeerin ve steps.
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cludedthat representshe currently knowvn swarm peersof the requesterso that
thesepeersarenot recevved again(seeSectior4.5.3).

Creation of peerlist (Figure4.1c) Therespondepeerrespondgo incomingget-
Peergequestdby sendinga peerlistmessageo therequesterThepeerwill male a
selectionof the peersin its swarm databasevith the highestlevel of contritution,
excludingthe peersthatthe requesteralreadyknewv andhassentin thebloom I-
ter. A respondepeercanchoosenot to respondo a getPeersequestwhenit is
overloadedy messages.

Transfer of peerlist message(Figure4.1d) The peerlistis transferedackto the
requestepeer

Storageof peers (Figure 4.1e) The peerinformation from the receved peerlist
messagés storedin the swarmdatabase.

We have formattedour peerlistmessagsimilarto the peerlistreturnedoy acentral
BitTorrenttracker. Thereforealsoresponsefrom centraltrackerscanbereceved
andstoredby the peeracquisitioncomponent.

4.3.2 Swarm database

EachTribler applicationhasa local databasenanagerwhich is usedasa knowl-
edgebasefor Tribler features We have addeda database;alledswarm database,
for the storageof peersin downloadswarms. The swarm databas@laysa central
role in our swarmdiscovery design.Thelocal view of a peeron a swarmis mod-
eledfrom the statisticsof all known peerswhich arestoredin the swarmdatabase.
StandardBitTorrentdoesnot include sucha local view on the swarm. Instead,
BitTorrentdiscardsetwork addresseseceved from the BitTorrenttraclker aftera
connectiorattempt.With the additionof the swarm databaseve enableour client
to literally learnfrom the past.

Whena successfugetPeersequeshasbeentransmittedthe resultingpeerinfor-
mationfrom thereceved peerlistmessagés storedin the swarmdatabaseThese
dataareupdatedwith statisticsaboutconnectiorresultsandbarteringactiity, ex-
tractedfrom thebarterengine.Thedetailsaboutthestatistican theswarmdatabase
are presentedn AppendixA.4. The peerstatisticsfrom the swarm databaseare
usedby the peerselectioncomponento calculatethe contritution of a peer(see
Section4.4). This level of contritution in uenceswhich peersare connectedor
barteringor swarmdiscorery andwhich peersareinsertedn apeerlistmessage.
We have implementeda simpleremoval policy for the informationin the swarm
databaseSwarminformationis deletedafterit hasnotbeenaccessefbr a certain
period. This meansthat a peerhasnot usedthe local informationitself and no
requesfor it wasdoneby otherpeers.More sophisticatedemoval policiescanbe
appliedif thesizeof the swarmdatabaséecomesigni cant.
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4.3.3 Peer selection

Peerselectionis the procesf decidingto which peers(receved throughswarm

discorery) a barteringconnectiorwill be attempted.The standarditTorrentsys-
tem doesnot containa peerselectioncomponentAfter periodicalrequestdo the
centraltracker, connectionsvill bemadeto all receved peers.Theconnectiongre
keptuntil oneof the peersclosesthem,for instancewhenthe Tit-for-Tat protocol
or alack of datadoesnot allow dataexchangg(seeFigure4.3top).

LITTLE BIRD hasa moresophisticate@dpproacho peerselection. Acquiredpeers
arenot directly connectedput storedin the swarm database The peerselection
componentill choosewhich peersto selectfor bartering,basedon the new and
olderpeersn theswarmdatabaseHence old acquiredoeerscanbepreferredover

newer peerswith alower level of contritbution. The selectionprocesss depicted
in Figure4.2. The connectiorstatistics which for instanceincludeif connection
attemptdave succeededgrefed backinto the swarmdatabasesothatthelevel of

contrikution canbe updated.

Bartering peer

Calculate
contribution

All peers

Selected
peers

: bartering connections

BitTorrent e )
connection and
Update peer statistics bartering engine 4

Figure4.2: Schemati@verviev of the LITTLE BIRD peerselectioncomponent.

BitTorrent timing:

0 xiin 110 min 120 min 30‘min_
time

Little bird timing:

0 Min 10'min 20'min 30'min_ ¢

e

Figure4.3: BitTorrent(top) only doesatracker request$TR) approximatelhevery
30 minutesandthenconnectdo all receved peers(CA). LITTLE BIRD (bottom)
acquirepeerdoy sendinghreegetPeersequest$3G) every 10 minutesandstores
theresultingpeersST). Every minuteconnectionsaremadeto the mostcontritu-

tive peerg(CC).

38



Figure 4.3(bottom)shavs thetiming of peeracquisitionandselectionin LITTLE

BIRD. Above thetime line the peeracquisitionis depicted which will sendthree
getPeersequestsvery 10 minutesandstorethe acquiredpeers.Below thetime
line, we have shawn thatthe peerselectioncomponenperformsa peerselection
stepevery minute. During a selectionstep,this componentelectsa setof peers
andattemptgo connecto them.

The actualselectioncriteriaarebasedon the contritution of peersandprotection
againstdDoS attacks,which will be explainedin Section4.4 and Section4.5.5
respeciiely.

4.3.4 Graphical user interface

Swarm discovery is a part of a p2p programthat works in the background. In
orderto give the usermoreinsightin the stateand overheadof swarmdiscovery,
we have createda graphicuserinterfacefor LITTLE BIRD. For eachswarmthata
useris activein, Tribler canshav a Torrent Details window, with differentkindsof
informationaboutthe selectedorrentandswarm. To this window, we have added
anadditionaltab calledSwarm Discovery Info. Thetabis shavn in Figure4.4and
gives propertiesof both the distributed and centralizedracler. Statisticsinclude
the bandwidthoverheadof incoming and outgoingrequeststhe numberof peer
with Tribler andLITTLE BIRD supportandtiming informationof therequests.

=t Torrent Details... - Seilrolle.mov L:_J@

Seilrolle.mov

Geagtaphic Info | Network Info | File Info | Tarrent Infa || Download Boaster | Swarm Discovery Info | plessage Log |
Connectible peers in this swarm: 1
Cannectible Tribler peers in this swarm: 1

Distributed Tracker Central Tracker

Requests done: o 2

Responses received: 1] 2

Last request: Mone Olrn:14s ago
Bandwidth used last 15min {upfdown): (0,00 KEf0,00 KE) (0,42 KB/O.20 KE)
Requests handled: o

Last request handled: Mone

Bandwidth used last 15min {upfdown): (0,00 KEf0,00 KE)

Total requests handled: o

Total bandwidth used last 15 min {up/down): {0.00 KEf0,00 KE)

Responded interval: 30 min

Figure4.4: The Swarm discovery statisticswindow in Tribler givesinformation
aboutswarmdiscorery by LITTLE BIRD andthe BitTorrenttracler.
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4.4 Contribution of a peer

Thecontrikution of a peeris de ned asthe extentto which a peercooperatesvith
theBitTorrent le sharingprotocolandtheLITTLE BIRD swarmdiscovery protocol
(if supported)Inconnectie peersandpeershattry to pollutethe protocolwill for
instancehave a contribution measuref 0.0, while aseedingrribler peerwith high
bandwidthcanhave a contritution of 1.0.

We calculatethe quantitatve contrikution measurdor eachpeerin eachswarm
from its connectiorstatistican the swarmdatabaseln the LITTLE BIRD protocol,
this contritution measureas usedfor peerselectionin differentpartsof the system,
ascanbeseenn Figures4.1and4.2. For instancepnly themostcontritutive peers
will be connectedor barteringandonly contritutive Tribler peerswill be usedas
a sourcefor swarmdiscovery. A peerthatis known in multiple downloadswarms
will have aseparatédevel of contritution for eachswarm. Thelevel of contrikution
will fall for aswarmthatit leavesandbe high for anotherswarmwhereit is still
actiely bartering.

Thecontritution C(p) of apeerp with aconnectiorhistoryis de ned asaweighted
sumof thefollowing four indicators:

1. Connectiity C.(p), weight0.2
2. Barteringactvity Cy(p), weight0.5

3. Swarmdiscovery activity C,(p), weight0.1(if p supportshe LITTLE BIRD
protocol)

4. Swarmdiscovery quality C,(p), weight0.2 (if p supportg¢he LITTLE BIRD
protocol)

All four indicatorsarenormalizedto have arangeof [0, 1]. The swarmdiscovery
actvity andquality measuregareonly calculatedor peerghatsupporthe LITTLE
BIRD protocol,sothatthecontritutionmeasure hasarangel0, 0.7] for BitTorrent

0.5 0.2
BitTorrent peer Bartering i Connectivity
maximal contribution 0.7 activity :
0.5 0.2 0.1 0.2
: iSwarm:  Swarm
Tribler peer Bartering : Connectivity | gisc ! discovery
maximal contribution 1.0 activity ! activity ! quality

Figure4.5: Thequantitatve contritution of BitTorrentpeersandTribler peers.The
four weightedcontrikution indicatorsgive thetotal level of contritution of apeer
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peersandarangel0, 1] for Tribler peerqseeFigure4.5). ThefactthatTribler peers
are usually rated more contritutive than other peersis valid, becausea Tribler
peersarenotonly barteringpartnersput alsoa sourcefor swarmdiscovery. These
weighingfactorsarebestguessvalues.Dueto thelimited time of our researclwe
have omittedthe evaluationandoptimizationof theweighingfactors.

Thereis an exceptionto this calculationof the contribution C. Whena peeris
completelyinconnectie, this meanghatit hasgoneof ine or hasleft the swarm.
In thiscasetheotherindicatorscannotincreasehecontrikution of thepeer Hence,
if theconnectiity C. is closeto zero,we will setthetotal contribution measure”
to zerotoo.

C' indicatesthe level of contritution for peerswith a connectiorhistory thatcon-
sistsof atleastoneconnectiorattempt.Peerswvithout a connectiorhistoryinherit
their contritution C' from their source peers, asexplainedin Section4.4.5. Our
de nition of asourcepeeris asfollows. Whenwe receve a peerlistfrom a certain
peer we call this peerthe source peer of all peersn the peerlist. Hence all peers
in the swarm databasef a single client have a setof sourcepeers. The setcan
alsoincludethe BitTorrentcentraltracler, if a peerwasreceved from thetraclker
insteadof a Tribler peer

Wewill now give adetaileddescriptiorof all four contrikution measuregSections
4.4.1-4.4. 4pndthenpresentheinheritanceof contritution from sourcepeersin
Section4.4.5.

4.4.1 Connectivity

Connectiity is a measurdghatindicateshow well we canconnecto a peer Con-
nectvity is calculatedrom the recentconnectiorhistory of the peer Fora x ed
period (setto threehours)a connectionhistory is storedin the swarm database,
containingthe numberof connectionattemptsc, andthe numberof successful
connections:;. Theratio of successfutonnectionver total attemptss usedas
the measurdor connectiity. If no connectionsvereattemptedtheratio is setto
1.0. Thefreshnes®f a peer de ned by the numberof minutesagothatthe peer
waslastseenonlinet;, alsoin uencesour connectiity estimate.Hence,we will
de ne theconnectiity C.(p) of apeerp by

. G 7max%1,tl)’ if cg >0 s
T — 1 if c,=0 |
max(1,t;)’ a —

A successfubarteringconnectionis herede ned asa successfutonnectionand

BitTorrenthandshad thatis relatedto currentdownloadswarm. Therefore peers
thatareonline, but have left the swarm for which their connectiity is measured,
alsohave zeroconnectiity.

The connectionhistory of three hourshasbeenchosento give peersa "second
chance”Whenapeeris foundto beinconnecitre, it will bediscardedindnotcon-

nectedagainfor threehours,until the recordof the connectiorattemptis dropped
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out of the connectionhistory Theinconnectiity of this peercould be only tem-
porary After the shortconnectiorhistoryis empty the peerscontritution level C
will be calculatedrom inheritanceagain(seeSection4.4.5). If this contrikution
level is high enougha secondconnectiorwill beattempted.

4.4.2 Bartering activity

The primary form of cooperationin BitTorrentis to barterwith otherpeers. So,
barteringactiity hasa high weightin our contritution measure.We de ne the
barteringactvity of a peerasthe amountof datait hasuploadedo the local peer
duringthelasthour We chosethis measurédecauset identi es peersthathave a
high-bandwidthinternetconnectionandenoughpiecesof the contentto be inter

esting.Thebarteringactivity measurevill oftengive seederg highercontritution.

To getanup-to-datenotion of the barteringactvity of a peerwe will only look at
thedatareceptionduringthelasthourinsteadof, for instancethe sharing-raticof

apeer

Barteringactvity C(p) of apeerp is calculatedby

Cy(p) = Log(b)

 log(bmaz)’ (4.3)

whereb is the averagebandwidthat which the peersuploadedto the local peer
duringthelasthourandb, ... themaximumbandwidthpossiblgsetto 100Mbit/s).
Consequentlythe logarithmicfunction will reward slov uploadswith moderate
barteringactvity, while fasteruploadsgain barteringactivity more slowly. For
instancea peerwith anaverageuploadspeedf 1.86KB/s hasa (', equalto 0.50
andanaverageuploadspeedf 100KB/s givesa C}, equalto 0.73.

4.4.3 Swarm discovery activity

Tribler peerscanincreaseheir level of contrilution by cooperatingwith the L1T-
TLE BIRD protocol. This protocolcooperations calledswarm discovery actiity.
Theswarmdiscovery actvity of a peeris de ned asthefractionof correctpeerlists
d thatthe peerhasreturnedover the total numberof receved getPeersequests
r. A peeris punishedif it sendspeerlistmessagesvhenthey arenot requested.
Hence theswarmdiscovery actvity C,(p) for apeerp is de ned as:

max(O,dfde)’ if r>0

Calp) = { 1/2, ' otherwise (4.4)

whered, is the numberof unrequestegeerlists. If a Tribler peerhasnever re-
cevedagetPeersequestijt will still have aswarmdiscovery actvity of 1/2. This
approachyivesunrequestedribler peersalreadysomeextra level of contritution,
sothatthey arepreferredwvhencreatinga peerlistandpropagatdasterthroughthe
swarm.
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4.4.4 Swarm discovery quality

If we have receved a numberof peerlistsfrom a Tribler peer(if d > 0), swarm
discorery quality is de ned asthe fraction of connectie peersin thosepeerlists
over thetotal numberof peersin thosepeerlists.The swarmdiscoery quality in-
dicatoris usedto unveil attacler peerghattry to pollutethe LITTLE BIRD protocol
by sendingpeerlistswith inconnectie peers.In Section4.5.5this is explainedin
moredetail. To calculatethe connectiity of the peersin the peerlists,we usea
more straight-forvard de nition of connectiity thanin Equation4.2, namely: A
peeris connectie if andonly if it eitherhasever beenconnectedr never a con-
nectionhasbeenattempted This simplede nition sufces to urveil attaclersthat
sendpolluting peerlists.

If thenumberof inconnectie peersin the peerlistsof someTribler peerexceedsa
x edthresholdl, the peeris immediatelyconsideredncontritutive andreceves
a swarmdiscovery quality of 0.0. Tribler peersthat have never senta peerlist(if
d = 0), receve full swarmdiscovery quality The equationfor swarm discorery
quality C(p) for peerp is givenby

1, il =0
Cop) =14 0, ifl,—1.>T, (4.5)
i, otherwise

wherel,. is thetotal numberof peersrecevedin peerlists/.. is thenumberof con-
nective peersin the peerlistsandTy, is the attacler threshold. The threepossible
sub-equationg Equation4.5 distinguisha peerthathasnot sentus peersyet, an
attacler peerthathassenttoo mary inexistentpeeraddressesanda regular peer
thathassentus swarminformation,respectrely.

4.4.5 Inheritance of contribution

For a peerwithout a connectionhistory we do not have connectionstatisticsin
the swarm databasdo calculatethe four presentedtontrikution indicators. Still

Source peer 1 Source peer 2 Source peer 1 Source peer 2
C=04 Ci=05 C,=0.35 C,=0.45

+ Unconnected peer | » ! Connected peer
C=09 : Connection attempt fails : C=00
(a). (b). (c).

Figure 4.6: Dependeng of contritution betweenan unconnectecpeer and its
sourcepeers. The contritution estimateis inheritedfrom the sourcepeersand
thesourcepeersarepunishedor therecommendationf a non-istentpeer
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we needa contrikution measurdor this peer to decideif connectiongo it will be
attempted.Therefore a peerwithout a connectiorhistory will inheritits level of

contrikution from its sourcepeerg(presentedn Sectiond.4). In the calculationof

thecontritution of the sourcepeerswe do nottake all four contrilution indicators
into account,but only thosethat describethe contrikution to the LITTLE BIRD

protocol(C, andC,). Hadwe takenthe connectiity andbarteringactvity of the
sourcepeerdnto accountthenthelevel of contritution of aninheritingpeerwould

decreasavhena sourcepeerleavesthe swarm, which doesnot make sensef that
sourcepeerhasalways cooperatedo LITTLE BIRD and provided existing peers.
Thereforewe de ne thelevel of cooperatiorio the LITTLE BIRD protocolC; as

o _01:Cot02:G
b= 0.1+0.2

(4.6)

The weighing factorsin Equation4.6 have the sameratio asin the equationto
calculatethelevel of cooperatiorfrom four indicatorsandgive C; arangeof [0, 1].
Theinheritedlevel of contritution C(p) of peerp is de ned by

Clp) = > Cils), (4.7)

s€Sp

wheresS,, is thesetof all sourcepeersof peerp.

If we combineEquationd.5andEquationd.7,we seethatthelevel of contritution
of anunconnectegeerandthatof its sourcepeercanin uence eachotherin both
directions. This bidirectionaldependencis shavn in Figure4.6. In Figure4.6a,
the contritution of an unconnectegeeris calculatedby the contrikutions of its
sourcepeersaccordingto Equation4.7. Basedon this contritution estimatethe
peeris selectedor connectionput it appearso beinconnectie (Figure4.6b). The
inconnectre peerwill now have a contritution level of 0.0 andthe contritution of
the sourcepeersis reducedusing Equation4.5) becausehey have recommended
anon-«istentpeer(seeFigure4.6c).

The consequencef thesedependenciess that a connectionattemptto an un-
connectegeercanin uence thelevel of contribution of otherunconnectegeers
throughtheir mutualsourcepeer The peerselectioncomponenusesthe contri-
bution of the in uenced unconnectegeersto decidewhetheror not to connect
to themaswell. Hence,aninitial connectionattemptto a peermay in uence if
we wantto attemptinitial connectiongo otherpeers.The peerselectioncompo-
nentis designedo connecto alimited numberof unconnectegeersperselection
step. By selectingfewer unconnectegeersper step,the connectionattemptsto
other peerscan be reconsideredasedon the outcomeof the currently executed
attempts.

When our protocolis combinedwith standardBitTorrent, peerscan also be ac-
quiredfrom the centralBitTorrenttracker. In this casethetrackeris de nedto be
thesourcepeerandthe unconnectegeergetsa reliability equalto 1.0.
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4.5 Design requirements

In this sectionwe will explain how we have compliedwith thedesignrequirements
presentedn Section2.2in thedesignof the LITTLE BIRD protocol. Most of these
solutionswill beevaluatedn Chaptels.

4.5.1 Bootstrapping

Swarmdiscovery bootstrappings theproblemof nding initial peersn thedown-
load swarmthatarecompatiblewith the LITTLE BIRD protocol. Thesediscovered
initial peersare usedto requestmore peersin the swarm and startthe bartering
process.In the LITTLE BIRD protocol,a bootstrappingoeeronly sendsrequests
to peersthatare semanticallyrelatedto the swarmit wantsto discover. Peerswill
only berequestedo assistthersin thediscoery of aswarm,if they arecurrently
or wererecentlyactive in thatparticularswarm. In Section4.5.4,we explain how
this givesthe peersanincentive to cooperatavith the LITTLE BIRD protocol.

To discoverinitial peerghatarecurrentlyor have beenrecentlyactive in thedown-
load swarm, LITTLE BIRD employs the dataof the epidemicBuddyCast protocol.
BuddyCastpresentedn Sectionl.3,is a distributedrecommendatioprotocolfor
the Tribler network that usespreferencdists to exchangethe tasteof peersbe-
tweenall online Tribler peers.Throughthereceptionof preferencdists, eachpeer
builds a databaseavith recommendetbrrentsandal list of recommender peers for

et Swarm  TTteo .
e m -~
'0 g ‘\l (a)
e __Swarm.~ .
:l E . “
H sl ———— ! ®

~ -
--------

Bootstrapping

.- ~.

peer " Swarm *
) L4 N
Ao
' \ v . ()
RP = Recommender peer ~ ,o'l
PP = Peer in post-bartering period ' SelT .-t ’

Figure4.7: Threepossiblewaysto discover a swarmthroughrecommendepeers.
(a) Therecommendepeeris currentlyactive in the swarm. (b) Therecommender
peeris in the post-barteringperiod, but knows peersactive in the swarm. (c) The
post-barteringecommendepeerknows otherpost-barteringpeerghathelpto dis-
covertheswarm.
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eachtorrent. Recommendepeersarethe peersthathave recentlyrecommended
torrent. Thesepeersareour rst contactdo discover theswarmsrelatedto therec-
ommendedorrents. The BuddyCasiprotocolhasthe adwvantagethat the receved
preferencdists containtorrentsthatarein accordancevith the local peers taste.
Thereforejts mostfavorite swarmswill bethe easiesto bootstrapanddiscover.

Recommendepeersareeitherstill active in the swarm or have alreadyleft. Both
groupsof peershave to ableto handlea swarmdiscovery request. Therefore we
de ned aperiodafterapeerleavesaswarmin whichthepeerstill storesheswarm
information,calledthepost-bartering period. Duringthe post-barteringperiod,set
to 10days,a Tribler peemwill respondo getPeersequesfrom bootstrappingeers
with a peerlistcontainingits mostrecentview on the swarm. This view included
thepeerghatwereactve in the swarmbeforethe post-barteringeerleft it.

Throughour initial group of recommendepeers,thereare threewaysto nish
the bootstrappingprocess. Thesepossibilitiesare shavn in Figure4.7. Figure
4.7ashaws the situationin which a requestedecommendepeeris still active in
the swarm. This is the mostfortunatesituationthat directly completeshe boot-
strappingprocess.A getPeersequesto the recommendepeerwill directly give
substantiabwarminformationandthe bootstrappingeercanstartbartering.This
situationis likely to occurwhenBuddyCaspreferencdists spreadjuickly overall
Tribler peers. Peerswill then nd out what othersare downloadingbeforethose
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Figure4.8: The currentnumberof peersin the swarm, the numberof peersin the
post-barteringphaseandthe numberof online post-barteringeers.
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peershave nished theirdovnloads.

In Figure4.7b,therecommendepeerhasleft the particulardovnloadswarm, but
is still in its post-barteringperiod. Upon a requestirom the bootstrappingeer it
will returnthelist of peersthatit knows from its barteringperiod. Whena part of
thesepeersis still active in the swarm, the local peerhas nished bootstrapping.
The active peerscan be usedfor subsequentITTLE BIRD requests. However,
whennoneof the peerghatwerereturnedoy the post-barteringecommendepeer
areactive in the swarm, we have to do anotherdiscovery step(seethe situation
in Figure4.7c). The bootstrappingeercansendgetPeersequestdo the inactive
peersand seeif one of themis in the situationthatit still knows active swarm
peers A bootstrappingpeercancontinueto sendswarmdiscovery requestasiong
asthereareonlinepeerghathave recentlyleft the swarm. It will either nally nd
active swarmmemberspr run out of peersio request.

ThefactthatTribler peerswill still respondo getPeersnessagegelatedio down-
load swarmsthatthey have recentlyleft simpli es the bootstrappingroblem.In-
steadof nding peersn acertainswarm,apeerhasto nd peerghatareonlineand
have recentlybeenin this swarm. This is exactly the informationthatis provided
by the BuddyCasfprotocol. In Figure4.8 we shav thetotal andonline numberof
peersin the post-barteringperiodandthe numberof barteringpeersof the swarm
introducedin Chapter3. The total numberof peersin the post-barteringoeriod
hasanexplosive growth. This groupof peerss basicallyall userghathadinterest
in the contentof the swarm. If we look at the online post-barteringpeersof this
swarm, we seethat sincetwo daysafter the swarm creationtheir numberalsois
larger thanthe numberof peerscurrentlyin the swarm. This provesthatby en-
gagingpost-barteringpeersin thebootstrappingprocessthe probabilityof quickly
discoreringa swarmhasincreaseaonsiderably

After aTribler peerhassucceedeth bootstrappin@ndstartsbarteringin aswarm,
it will notsendrequest$o peersn thepost-barteringeriodarnymore.Requestsare
only sendto otherbarteringTribler peersjn orderto keepthe bandwidthoverhead
for post-barteringpeersto a minimum.

Bothfor bootstrappin@ndfor swarmdiscoveryin generatheonlineprobabilityof
peerdn thecommunityis veryimportant. Theremaybemary peersholdingswarm
informationof a swarmthatsomepeerwantsto discover, but if mostof thesepeers
arecurrentlyof ine, theswarmdiscovery still fails. In Section3.4.4we measured
thatin the lelist community 40% of the usersthatwereonline on aninitial day
arestill online during the 10 following days. Otherresearch4] indicatesthatin
the etree community[25] thisis 11.1%.Thesepromisinghigh online probabilities
will realizereliabledecentralizegwarmdiscovery in active communities.

4.5.2 Swarm coverage

Whena peeris bootstrappedit knows at leastone Tribler peerin the particular
swarm. Thenit will usethis peerto maximizeits swarmcoverageandgetto know
asigni cant partof theswarmpeers.
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The LITTLE BIRD protocolis designedo let peersdiscover all Tribler peersin a
swarmin afastway. This canberealizedbecausg@eerswith ahigherlevel of con-
tribution are prioritized during the creationof a peerlist. The peersthat are most
valuableto a barteringpeerare exchangedrst andpeerlistsarea qualitatve se-
lection from the swarminsteadof a randomselectionwhich a BitTorrenttracker
would give. Tribler peerswith their additionalcontritution level, arealsopriori-
tized. Hence,a peerrecevesa growving numberof swarm discozery sourcesand
canmanagdo getahigh swarmdiscovery.

In the currentsetting,peerswill senda maximumof threegetPeersequestevery
10 minutes. The numberof requestghatwill be sendcanbe limited by a lack of
Tribler peersor load balancingrules (seeSection4.5.3). Every getPeersequest
will returnapeerlistwith amaximumof 100 peerssoapeercanreceve upto 300
peersevery 10 minutes.

In Section4.5.3,we will explain how the useof Bloom lters preventsarequest-
ing peerto receve peerinformationthatit alreadyhas. Exceptfor the ef ciency
improvement,the additionof Bloom lters in LITTLE BIRD alsoincreaseshe ex-
changeof new swarminformationandthusincreaseswarmcoverage.

In Section2.2, we describedthe possibility of swarm partitioning if thereis no
centraltracler, low swarm coverage,andhigh churn. In theory a swarm could
becomepartitionedwhenusingour decentralizegrotocol. In practice,however,
therequesfrequeny of LITTLE BIRD is high enoughto compensatéor thechurn
measuredh Section3.4.2. The churnmeasurementshav thatduring 10 minutes,
atmost5% of the swarmleavesandis replacedy new peers.

To analysethe probability of swarm partitioning, a swarm canbe modeledasa
undirectedgraph. In this model, peersareverticesin the graphandfor eachtwo
peersthatknow eachothers network addressthereis anedgein the graph. The
swarm coverageof a peercanin this analogybe seenasthe dggreeof the related
vertex in the graph. A swarmis partitionedwhenthe graphthat canbe modeled
from it is not connected A graphis connectedf thereexists a pathbetweenary
two of its vertices.

We give two examplegraphsin Figure 4.9, of which oneis connectecandoneis

non-connected graph with two components Connected graph

Figure4.9: Two graphswith sizevertices. The graphon theleft is not connected
and consistsof two parts. All verticeshave degreed(v) = 2. In the graphon
the right all verticeshave degreed(v) = 3 andmustbe connectedas statedby
Theorem4.1.
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partitioned.We preseniTheorem.1in orderto concludewhenswarmpartitioning
mightoccur

Theorem4.1 A graph G = (V, E) in which each vertex has a degree at least

equal to [‘%l] is connected.

Proof Assumethat all verticeshave degree at leastequalto (%1 andthat the

graphG is not connectedput consistsof p > 1 disjoint connecteccomponents
VicV,i=1,...,p.

Thenthereexistsa component/; with |V;| < '%'. Then,for everyvertex k in V;,

the degreed(k) of k satis esd(k) < % -1< % — 1, which contradictsour
assumptionthatevery vertex hasdegreeatleastequalto [%1.

Whenwe interpretTheorem4.1 from a swarm perspectie, it stateshatfor each
swarmin which all peershave a swarm coveragehigherthan50%, the swarm can
not be partitioned. Assumethat the minimal swarm coverageis (50 + ¢)% in a
swarm, thenif ¢% of the peersin this swarm leave, the minimal swarm coverage
will still be higherthan50% andthe swarmcannot partition. This meanghatfor
the measured% peersthat leave betweentwo subsequentITTLE BIRD request
rounds,the swarm cannot becomepartitionedif the minimal swarm coverageof
eachpeeris atleast55%.

4.5.3 Scalability and load balancing

The designof LITTLE BIRD wasforemostfocusedon its scalability Therefore,
we chosefor an epidemicprotocolfor the communicatiorof swarminformation,
seeSection4.2. LITTLE BIRD is currentlycon gured so thateachpeersendsat
mostthreerequestsvery 10 minutes. The averagenumberof requestghateach
peerhasto respondo is equalto the numberof requestsent. The actualnumber
of getPeergsequestghat a peerreceves depend®on the contritution of the peer
Peerswith a high contritution level will be knovn by more peersin the swarm
andaremorefrequentlyrequestedin additionto contritution, peerspreferto send
requestdo a variatedset of peers. A requestingpeervaluesvariation of peers,
becausd it requestthesamepeerquickly aftera previousrequestthe peeris not
likely to have new swarminformation.

Therecouldbeasituationin whichasmallpartof all peerds very popularandare
seenasvery contritutive to the restof the swarm. Thesepeerswill thenreceve
more getPeersequestghanthe others. We have addeda load balancingmecha-
nismto LITTLE BIRD in orderto prevent suchan unbalancedoad on peers. To
balancetheloadover the total swarm, eachpeermaintainsanintenal length 7 (in
minutes),which s includedin peerlists.Similar to the centraltracker protocolof
BitTorrent,eachpeercansetthis intenal to the time thatit doesnot wantto re-
ceive requestdrom arequestingpeer Peershave to respecthisintenal, because
otherwisetheir level of contritution from the point of view of the respondewill
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decreaseFurthermorethe requestegeerwill simply not respondpecausavith
the secureidenti cation in Tribler, it canverify the complianceof the requester
with thetransferedntenal.

Peerswill setl to dynamicallymanageheamountof overheadhey wantto spend
on handlinggetPeersequestsThevalueof I is calculatedoy

I = max(30,2 - 12, (4.8)
Tm

wherery; is the numberof receved getPeersnessagen thelast15 minutes(for
all swarmsthatthe peeris active in) andr,, is the maximumnumberof getPeers
messagewe wantto handleperminute. Wewill setr,,, equalto 4 getPeersequests
perminute,enablingthelocal peerto sene 120requesterthateachsendarequest
every 30 minutes. On average,a peercanbein 12 swarmsbeforeit will setits
intenal I to avaluegreaterthan30 minutesto stabilizethe frequeng in whichiit
recevesrequests.
Theselimits give every peerenoughfreedomto sendgetPeersequests.Whena
downloadswarmis big, therearemary candidateso senda getPeersnessagé¢o,
whenit is small,all peersin theswarmwill berecevedduringthe rst request(s).
Thechurnwill besominimal,thatthereis no needfor requestsnorefrequenthan
every 30 minutes.
The useof intenal I only haseffect on the frequeng of subsequentequestsof
peersWhenmary peerssendaninitial getPeersequesto anoverloadedpeerthe
only optionthe peerhas,is to ignorepartof therequests..
ThecorventionalBitTorrentcentralizedracker returnsalist of randompeersrom
the swarmuponarequest.Whena swarmis smallor whena peeralreadyknows
mary peers,t is very likely to receve redundanpeers.Sincewe have improved
the'memory' of a peerby the additionof the swarm databasethe probability of
receving duplicatepeerss evenhigher
For this reasonwe have includedthelist of currentlyknown peersin the getPeers
messageThisis implementedef ciently usinga Bloom filter [12]. A Bloom lter
is adensadatastructurewhichis usedto storeor testthemembershigunctionof a
set[67, 13]. In ourimplementationall known peerghatapeerhastriedto connect
to areincludedin aBloom lter, sothattherecever of the getPeersnessagean
testwhich of his peersarestill unknavn to therequesterOnly thesenew peersare
includedin the peerlistwhich makesthecommunicatiormuchmoreef cient. The
Bloom lIter inclusionis alreadybandwidthef cient whenonly afew peerscanbe
left out, becausehe Bloom Iter usesonly 16 bits peraddedpeerin the getPeers
message.
A Bloom lter is a probabilisticdatastructure which introducesa false-positie
probability whentestingfor members.In our case whena falsepositive occurs,
a peerwill notbeincludedin a peerlist,althoughit is new to therequester The
false-positie probability for a Bloom Iter of 16 bits per elementss 4.6 - 10—,
whichis solow thatthereductionin bandwidthis worthiit.
Theresultingoverheads shavn in Table4.1. We assumeéhat an averagepeerlist
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containgheinformationof 50 peersbecaus®f theuseof Bloom lters. In reality
thismaybeless becausef theuseof aBloom lter , whichwewill describebelow.

Average(pertorrent) | Maximum (for ¢ torrents)
Sendingequests | 3 24KBytes | 3-t 24 -t KBytes
Handlingrequests 3 24KBytes | 40 320KBytes

Table4.1: The overheadn numberof requestandbytesneededor sendingand
handlingdistributedtraclker requestper10 minutes.

4.5.4 Incentive to cooperate

In Section2.2 we have alreadyexplainedthat peersneedto have incentves to
cooperate Without suchan individual stimulus,therewill be lesscooperatiorin
thetotal community[20, 4]. In ourimplementatiorwe have realizedthisincentve
throughthede nition of contritution.

A peerthatrespondgo getPeersequestgiainscontrikution from the perspectie
of therequestingpeerspbecauseheir valueof swarmdiscovery actvity C, grows.
This will increasethe probability that otherpeersattemptto barterwith it in the
future andthusincreasdts download speed.Cooperatiorwith the LITTLE BIRD
protocolalsomakesit morelikely that new peerswill connectto a peer Hence,
investingallittle amountof bandwidthin orderto senda peerlistis pro table for a
peerevenfrom aindividualistic point of view.

Whena peeris in its post-barteringperiodfor a certainswarm, it hasno direct
incentive to helpothersin thatparticularswarm. Thisis causedy thefactthatthe
contritution in our currentdesignis de ned for eachpeerin eachswarm. Coop-
erationin a swarmthata peerhasleft will increasets contrikution level for that
swarm, but not for future swarms,wherethe peercanpro t fromit. It would bea
goodadditionto LITTLE BIRD to combinethe contrikution levels of a singlepeer
thatis known from differentswarms. This additionwould give a peerin the post-
barteringperiod an incentve to help bootstrappingeers,becausehis help will
male it moretrustedin future swarms.

4.5.5 Integrity and security

Now we have replacedatrustedcentralizedraclker by distributedswarmdiscovery,
we have to implementamorestrict Itering policy to ensurantegrity of ourswarm
databaseRecevedpeerlistshave to behandledasuntrustediata.ln Section2.2we
introducedhepollutionattackanddDoSattacksasmostimportantattackgo focus
on. We will shaw how LITTLE BIRD usesits contritution measureas protection
againsthem. In Chapter5 we will evaluatethe effectsof bothtypesof attackson
LITTLE BIRD.

The designdecisionto placethe initiative of swarm discorery on the side of the
requestingpeeris a rst protectionagainsthis sortof attacks A peeronly accepts
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a peerlistthatit hasexplicitly requestedso attaclers have to provoke it to send
a getPeergequestto them. This canonly be doneby realizinga high level of
contrikution through cooperationand barteringof content. The load balancing
ruleswill make only onerequesper30minutespossibleto eachpeer If anattacler
wantsto receve morerequestsit hasto createmultiple contritutive identities.
Whenanattacler hasmanagedo receve somegetPeersequestgrom the swarm,
it canreturnan erroneougeerlist. The receving peerswill add thesepeersto
their swarmdatabasehut this doesnot meanthe receved peersaretrusted.When
a connectionto a receved peerfails or whenthe peerappearsot to be in the
downloadswarm,thereliability of the peeris directly setto zero. In this case the
swarmdatabaséasthefunctionof ablacklistandconnectiongo this peerwill not
beretried. Thesepeersarenot givena seconcchancgaswasexplainedin Section
4.4.1),becausalfterthreehourstheirlevel of inheritedcontrilbution will still betoo
low for reconnection.

Theseinconnectiblepeerswill alsonever be includedin peerlists. A responder
peerwill only include peersto its peerlistthatit hashadan outgoingconnection
to. This check before you tell stratgy is in facta very importantdesigndecision.
Correctpeerinformationmay be disseminatedlower throughthe swarm, but we
canguaranteghatinconnectiblap addressearenever forwardedby honestpeers.
While reliablepeerinformationis spreadhroughtheswarmvery quickly usingthe
epidemicprotocol,pollution is not spreadat all. Hence,anattacler hasto infect
eachpeerindividually.

When a portion of the peersfrom a peerlistcan not be connectedthe contritu-
tion of the sourcepeerwill be reduced.Hence,the peersthat have receved the
erroneougpeerlistirom the attacler will in thefuture preferotherpeersfor swarm
discorery. Whenthe numberof inconnectiblereceved peersexceedghethreshold
T,, de ned in Section4.4.4,the sourcepeerwill be consideredanincontrikutive
peer (attacler) for this swarm andis never includedin future peerlists. Conse-
quently both the attackpeersas their polluted peerdatawill be will not be for-
wardedthoughtheswarm. If theattaclersarereliablebarteringpartnershartering
with themwill continue.

During a dDoSattack,the attacler peersattemptto spreadoeerinformationcon-
sisting of a single 1P address. The goal is to incite the incite the other Tribler
peersin a swarmto connectto this addressand overloadthe victim's computer
(seeFigure2.1). Our contritution measuras designedn sucha way thatit can
be calculatetheforewe attempta connectiorto a peer becauseve would already
participatein the dDoS attackby attemptingconnectiondo peersreceved from
the attaclers. This solutionlets peersignorethe peerlistsreceved from attaclers
andconnecbnly to themorereliableones.

We have alsocreatean additionaldefensamechanisnagainstdDoSattacks.Each
peerselectionstep,connectionswill only be attemptedo peerswith differentip
addressesWhena peerhasreceved mary peeraddressesontainingthe samerp
addressit will connecto only oneof theseaddresseper minute.

With thesetwo solutions,an attacler canonly incite a Tribler peerto connectto
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asingleip addres®nceevery selectionstep(executedevery minute),until the at-
taclker is found to be incontrilbutive andit will not be requestedarymore. From
dDoSattackmeasurement®5] canbe concludedhatactualattacksusea paclet
rate of morethan 1000 paclets per second. With the currentcon gurations, at-
tackerswould need60,000peersfor sucha minimal attack.Soon,thesepeerswill
concludethatthe sourcepeerof theinconnectiblap addressedoesnot contrikute
to the protocolandstopall togethemwith connectingo the victim. The only way
to continuetheattackis by creatingnew identitiesand ood thethousandsf peers
again.

We concludethat the attackresilienceagainstdDoS attacksin LITTLE BIRD is
sufcient, becauset costsmore bandwidthfor an attacler to incite other peers
to helpin the attack,thanto make connectiongo the victim itself. Hence,using
Tribler peersto executea dDoSattackis not pro table.
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Chapter 5

Evaluation

Don’t be too timid and squeamish about your actions. All life is
an experiment. The more experiments you make the better.

— RalphWaldoEmerson

In this chapterwe evaluatethe performanceof LITTLE BIRD. We have carried
outanexperimentto testLITTLE BIRD decentralizedbootstrappingandtwo large-
scaleemulationgto testthe generalperformanceof LITTLE BIRD andthe perfor
manceunderattack. To realizetheselarge-scaleemulationswe have developed
CROWDED, atrace-basedwarmemulationervironmentfor the DAS-2 supercom-
puter CROWDED malkesit possibleto useoneof our swarm measurementsom
Chapter3, andreproduceheswarmbehaior by startingor stoppingTribler appli-
cationsfor eachjoining or leaving peer

In Section5.1, we presenthe hardware setupsthatwe usedfor our threeexperi-
ments.We describethe CROWDED emulationervironmentin Section5.2. In Sec-
tion 5.3, we evaluatethe decentralizedootstrappingf LITTLE BIRD on a small
scale.We demonstraténow LITTLE BIRD successfullyealizesfully decentralized
bootstrapping.In Section5.4, we usethe CROWDED ervironmentto emulatea
swarmof LITTLE BIRD-supportingpeersandevaluatethe generalperformancef
the swarmdiscovery. We shav thatall peersmanageo discoser the majority of
theswarm. In Section5.5,we emulatea dDoSandpollution attackon a swarmand
seeif the protocolis resilientagainsimisuse.

5.1 Hardware setup

We have usedtwo hardwaresetupdor our evaluations.The evaluationof theboot-

strapfunctionalityof LITTLE BIRD wascarriedout on a singlecomputer For this

experimentwe did not needsigni cant computationpover. The otherevaluation
experimentspresentedn Sectionss.4 and5.5, are conductedon the Distributed

ASCI Supercompute2 (DAS-2).

The DAS-2 is a wide-areadistributed computerof 200 Dual Pentium-1ll nodes
[23]. The machineis built out of ve interconnectectlustersof workstations,
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locatedat Vrije Universiteit Amsterdam Leiden University University of Ams-
terdam,Delft University of Technologyand University of Utrecht. We choseto
usethe DAS-2 in orderto have enoughcomputingpower at handto emulatethe
measureditTorrentswarmswith theactualTribler software.Hence we cancarry
outarealisticanalysisof how LITTLE BIRD performsin combinatiorwith BitTor-
rent. For theexecutionof theseemulationwe have createthe CROwWDED emulation
ervironment.

5.2 CROWDED emulation environment

We have designedthe CROWDED ervironmentto emulatea completeswarm by
executingthe actual Tribler applicationson a supercomputer TheseTribler ap-
plicationssupportthe LITTLE BIRD swarm discovery protocol, so thatit canbe
evaluated.CROWDED needsasinput datathe swarmbehaior measurementsom

the lelist community(seeSection3.4.3).1t will thenreenacthebehaior of each
peerin theswarm, by startinga Tribler applicationon eachmeasuregbin-moment
of thepeerandstoppingit whenthe peerwasfoundto have left the swarm.

We have usedtwo grid computingtools for the operationof CROWDED, nhamely
Koala and Grenchmark. Koalais a grid schedule54] thathasbeendesignedat
the PDSgroupin Delft. Koalaofferssimultaneousllocationof nodesin multiple
clustersof the DAS-2to anapplication,in orderto e xibly useDAS-2 nodesnde-
pendenbf their cluster Grenchmarl40] is a grid benchmarkingool, which we
usedfor theinitiation andtiming of our emulations.This softwareis designedo

launchmary simultaneougobsto a supercomputemgrid in orderto benchmarkhe
job scheduleor othergrid middle-ware. We have extendedthe workloadsubmit-
ter partof Grenchmarksothatit cansendemulationcommandgo the CROWDED

ervironment.

CROWDED canbe comparedo the Symptopsimulationtoolkit for P2p networks
[73], which hasbeendevelopedasaMSc. projectin thePDSgroup. Symptopalso
runsp2p applicationdo emulateandanalysaheirbehaior in anetwork. Its design
wasfocusedon the Gnutellaand Overnetp2p networks. We decidedto build the
CROWDED ervironment,becausesymptoplacksthe input format andthe output
statisticghatwould be practicalfor ourtrace-basedmulationsin Symptop peers
behae basedon distributions of, for instance join-rate andlife time. We value
our approactto do trace-base@mulationdgn which peerbehaior is not basedon

staticdistributions, but on measuredehaior. The outputstatisticsof CROWDED

alsoenableusto extractdetailedstatisticsaboutthe LITTLE BIRD protocol,where
Symptops outputis focusedon raw measuremerdf connectionandbandwidth.

5.2.1 Architecture

The CROWDED ervironmentconsistsof the main controller anda seriesof node
listeners, seeFigure5.1. The main controllerreceves startand stopcommands
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from the Grenchmarlworkload submitterin real-time. It hasthe taskof routing
thesecommanddo the correctnodelistener The nodelisteners,which run on
computingnodeson the DAS-2, receve thesecommandsindexecutethem. The
nodelistenerto starta new Tribler applicationon, is selectedbasedon two rules.
When a userjoins the swarm for the rst time, the relatedTribler applicationis
startedonthenodelistenerthatrunsthefewestusers.This rule guaranteethatthe
Tribler applicationsof all usersareevenly divided over all DAS-2 nodes.Whena
peerjoins the swarm for a subsequergessionijt will berun onthe samenodeas
the previous sessions.The working directory of the peerhasbeenstoredon this
particularDAS-2 node,so that the usercanaccessts own swarm databaseglata
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workload file

start peer_001
Grenchmark

start peer_001
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Figure5.1: The cROwDED maincontrollerhandlinga startpeercommand.
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anew Tribler application.
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les, andothercon guration.

An emulationexperimentis executedasfollows. First, the CROWDED main con-
troller is started. Then, DAS-2 nodesare allocatedon the supercomputerusing
theKoalagrid schedulemanda cCROWDED nodelisteneris startedon eachof them.
The necessaryiumberof nodesdependsn the size of the emulation. Eachnode
listenerhandlesthe control of the nodeby preparingit for the experiment,run-
ning andstoppingTribler applicationsandacquiringemulationstatisticsafterthe
emulationhasended.During the preparatiorof the experiment the nodelisteners
copy the Tribler sourcecodeto the local nodeandnotify their ready-statego the
CROWDED maincontroller

After all nodelistenershave noti ed themaincontrollerthatthey arestandingby to

receve commandsthe main controllerstartsthe Grenchmarkvorkloadsubmitter
and beggins to receve commands. The commandsare thenroutedto the correct
nodelisteners. Thereare four commandshat the main controllercansendto a
nodecontroller:

e Start[peername]- Starta Tribler applicationasa leecherunderthe node
controller

e Seed[peername]- Starta Tribler applicationasa seedemundernodecon-
troller.

e Stop[peername]- Stopa Tribler applicationon this node.

e Kill - Stopall Tribler instancesn this node,copy acquiredstatisticsto the
storagesener andquit thenodecontroller

Whena nodelistenerrecevesa start commandor peerp, it checksf it is the rst
sessiorof peerp in theswarm. If it is, aworking directoryis createdand Tribler
is started. Otherwise,a Tribler applicationis startedusing the existing working
directoryfrom previoussessionsTheworking directorystoresamongotherthings
the swarm databaseand (in)completedovnloaded les. Hence,a peerwill keep
theknowledgestoredin the swarmdatabasever multiple sessions.
Figure5.1shavs how themaincontrollerrecevesthecommandiart peer_001 and
routesit to node0. Thenodelisteneron node0 recevesthecommandanddirectly
startsa new Tribler applicationgseeFigure5.2). A uniquelisteningport number
andworking directoryareassociateavith peer001,sothatit canbe connectedy
otherpeersn the swarm.

The nodelistenerstartsall Tribler applicationsin nice cpu, which lets the oper
ating systemscheduletheir processesvith a priority lower thanthat of the node
controller process. This increaseghe responsienessof the nodecontrollerand
prioritizesthe executionof commandsbore theoperatiorof a Tribler application.
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Computation nodelimitations

We createdthe CROWDED ervironmentin orderto run mary Tribler programs
in parallelon a limited numberof supercomputernodes. For an emulationof a
swarmthathasa certainmaximalsize,we like to knonv how mary DAS-2 nodes
we need. With the knowvledgethat cROWDED dividesTribler applicationsevenly
over theavailablenodeswe needto knov how mary Tribler applicationscanrun
on a singlenode. To get a notion of this, we have measuredhe 1-minuteload
of a DAS-2 nodeunderdifferent numbersof running Tribler applications. The
systemload describeghe amountof work that a computersystemis doing [21].
Theresultsareshavn in Figure5.3,which hasalogarithmicverticalaxis.

Whena small numberof Tribler applicationarerunning,the loadis smallerthan
1.0andthusthe processesf the Tribler applicationsarequickly scheduledvhich
guaranteesmoothoperation. Above 13 Tribler applicationson single node,the
load startsto rise fasterandexecutionof the Tribler applicationbecomesslower.
This situationdoesnot resembleTribler executingon a personalcomputerary-
more. Thereforewe concludethatpernode,amaximumof 13 Tribler applications
canrun underrealisticcircumstancesDuring the large-scaleemulationsof Chap-
ter5, wherewe let up to 13 Tribler applicationrun pernode, it shavedthatin this
settingthecpuis fully used.

Experimental statistics

After we have performedan emulationin the CROWDED ervironment,the emu-
lation statisticsare gathered.To generatahesestatistics,eachTribler application
writesall protocoldetailsto a separatéog le. Fromtheselog les theemulation
is analyzed.Thefollowing statisticsareextractedfrom thelog les of eachTribler
application:

e Sessionnformation. The onlineandof ine timesof all peersarestoredin
orderto recalculatehe actualswarm size andrelate other statisticsto the

100 E T T T T T T
E 1 minute load
10 3 E
3 : =
2
1 3 E
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Number of Tribler applications running on a single node

Figure5.3: The 1-minuteload of a DAS-2 nodeas a function of the numberof
Tribler programsscheduledn thatnode.
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sessioriengthof peers.

e Swarmcoveragedata.Eachpeerstoresa periodiclist of all ip addressethat
it knows in the swarm. During the analysistheserp addressearematched
againstheonlineinformation,resultingin the swarmcoverageof eachpeer

e LITTLE BIRD communication.The numberandbandwidthof the outgoing
andincomingLITTLE BIRD messagearestored.This givesaninsightto the
bandwidthusagesndloadbalancingof the protocolon eachmoment.

e Securitystatistics. To testthe resilienceof the protocolagainstincorrectly
communicatingpeerswe have doneexperimentsn whichapartof thepeers
triesto pollute the restwith falseip addressesThe exact numberof pollu-
tion broadcastedndthe numberof connectiorattemptdo thesefake 1ps is
logged.

We combinetheinformationfrom all log les to createstatisticsthatdescribethe
completeswarm. Wewill presenthesestatistican Chapters, wherewe have used
CROWDED extensvely.

5.2.2 Proof of concept

In this sectionwe will performa simpleexperimentin orderto shav the correct
operatiorof theCROWDED ervironmentin practice. Theexperimentconsistof the
creationof aworkload le for the Grenchmarkvorkloadsubmitteytheemulation,
andthe presentatiorof the statistics.Normally, the workload le is createdrom
our BitTorrentmeasurementslo keepthe experimentsimple,we will createthis
workload le by hand,containinga miniatureswarmwith threepeersrunningon
two nodes. Table 5.1 shavs which join andleave timesof the threepeerswere
storedin our workload le.

Jointime (minute) | Leavetime (minute) | Seeder/leecher
Peer0 0 18 seeder
Peerl 6 18 leecher
Peer2 12 24 leecher

Table5.1: Thejoin andleave timesin minutesafter startof the emulationof the
threepeersn our smallexampleswarm.

After we have startedcROWDED with ourworkload le astheinput, thethreeTri-

bler applicationshave joinedandleft the miniatureswarm, reenactinghebehaior

thatwe de ned. They usea centraltracker for swarmdiscovery, becaus®ur focus
liesontheoperatiorof CROWDED. Theemulationis nished after24 minutes.The
log les of themaincontrollerandtheTribler applicationsshawv thattheemulation
hasbeenexecutedasplanned.

60



00:49:42 - Sending seed peer_000000 to node (’node308’, 6050)
00:49:42 - node308: 1, node319: 0, TOTAL: 1

00:55:42 - Sending start peer_000001 to node (’node319’, 6050)
00:55:42 - node308: 1, node319: 1, TOTAL: 2

01:01:42 - Sending start peer_000002 to node (’node319’, 6050)
01:01:42 - node308: 1, node319: 2, TOTAL: 3

01:07:42 - Sending stop peer_000001 to node (’'node319’, 6050)
01:07:42 - node308: 1, node319: 1, TOTAL: 2
01:07:42 - Sending stop peer_000000 to node (’'node308’, 6050)
01:07:42 - node308: 0, node319: 1, TOTAL: 1

01:13:42 - Killing all nodes...

01:13:42 - Sending kill to node (’node308’, 6050)
01:13:42 - Sending kill to node (’node319’, 6050)
01:13:42 - Ready killing all nodes.

Log File 5.1: Snippet=f thelog le of the CROWDED maincontroller

00:49:42 - Starting peer peer_000000 on 130.161.211.208:9000
01:07:42 - Stopping peer peer_000000

00:55:42 - Starting peer peer_000001 on 130.161.211.219:9000
01:07:42 - Stopping peer peer_000001

01:01:42 - Starting peer peer_000002 on 130.161.211.219:9001
01:13:42 - Stopping peer peer_000002

Log File 5.2: Snippetof thelog les of thethreeTribler applications.

Log File 5.1 shavs snippetsof the CROWDED main controllerlog le. Eachline
startswith atimestampfollowed by a logging messageTheseloggingmessages
describghetransferof commanddo selectechodesandthe numberof Tribler in-
stancegunningon eachnode. Accordingto the log les, peer0 wasstartedon
node308and peersl and2 on node319. We concludethatthe CROWDED ervi-
ronmentmanagedo distribute new Tribler applicationsevenly over the allocated
nodes. Eachof the threenew Tribler applicationds startedon the nodewith the
fewestrunningclients. The number6050indicatesthe listening port of the node
listeners,which is usedto communicatewith the main controller At the end of
the experiment,all nodecontrollersreceve the kill commandandthe experiment
is ended.

We will alsolook atthelog les of the threeTribler applicationsthat have been
running. The sessioninformationfrom theselog les is shavn in Log File 5.2.
Fromthelog le snippetswe canseethatthe nodecontrollerscorrectlyassigned
uniquelisteningportsto the Tribler programs Also, the startandstoptimescorre-
spondwith thosede ned in our workload le. Theip addresse$30.161.211.208
and130.161.211.218elongto node308andnode319especirely.

In Figure5.4, we shav the swarm sizeof our miniatureswarmandthe download
progressiorof thetwo leechermeers(peersl and2). The swarm sizefollows ex-
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actly thejoin andleave timesof the peerghatwe statedn theworkload le aswe
alreadysaw in theloggingdata.This provesthatthe CROWDED ervironmentman-
agesto reenactswarm behaior by the controlledstartingand stoppingof peers.
Thedownloadprogressiomf peerl andpeer2 shaws thatduringthe experimenta
genuineBitTorrentswarmis formedin which the peerscanbarterwith eachother

We will usethe CROWDED experimentalervironmentfor the emulationsin Sec-
tions5.4and5.5.

5.3 Bootstrap evaluation

In this section,we shawv thatthe LITTLE BIRD protocolmakescontentandswarm

discorery possiblewithout a centralBitTorrenttracker. We give an examplesit-

uationin which a peerhascreateda torrent le without a tracker addressand
distributesthis traclerlesstorrentthroughthe BuddyCastprotocol. Other peers
discorer the newv contentandperformthe swarmdiscorery bootstrappinghrough
theLITTLE BIRD protocol,asexplainedin Section4.5.1.
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5.3.1 Trackerless content distribution

Trackerlesscontentdistribution startswith a contentcreatorpeer which createsa
torrent le without a tracker address.During the session®f the contentcreator
peer this torrent le will be automaticallybe transferedo otherpeersusingthe
BuddyCastecommendatioprotocol. Any Tribler peerthatis online mayreceve
a BuddyCastpreferencdist including the newly sharedtrackerlesstorrent. For
simplicity we have createdhefollowing setup.

In our setup therearetwo swarms:

e SwarmA - Thetrackerlessswarmrelatedto torrent le A, the trackerless
torrentof the contentcreatompeer

e SwarmB - Anotherswarm (with a centraltracler). In this swarmthe peers
will have theirinitial contact.

Furthermorewe distinguishthreepeers:
e Peerl - ThecontentcreatorTribler peer
e Peer2 - An additionalTribler peer joining swarmB.

e Peer3 - An additionalTribler peer joining swarmB afterpeer2 hasleft.
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(a) Peer 2 discovers swarm A (b) Peer 2 joins swarm A and leaves swarm B
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(c) Peer 3 discovers swarm A (d) Peer 3 joins swarm A

Figure5.5: Peer2 andpeer3 discoverthecontentof trackerlessswarmA througha
BuddyCastxchangewith peerl. Whenthey decideto join thetrackerlessswarm,
they receve thepeerlistof swarmA from peerl throughthe LITTLE BIRD protocol.
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secover: dns task send message BUDDYCAST (’130.161.158.27’, 9002)
metadata: read torrent Seilrolle.mov.torrent

"Seilrolle.mov.torrent": "seeding" (100.0%) - 1P0s0.000D u2.8K/s-d0.0K/s u64K-dOK

secover: dns task send message BUDDYCAST (’130.161.158.27’, 9003)
metadata: read torrent Seilrolle.mov.torrent

"Seilrolle.mov.torrent": "seeding" (100.0%) — 2P0s0.099D ul4.5K/s-d0.0K/s u5248K-d0K

Log File 5.3: Snippetof thelog le of peerl.

Thefollowing setof eventsareatypicalway in which peers2 and3 coulddiscover
the contentandthe swarmmembersf trackerlessswarmA. Thefour stepsbhelav
areshaw in Figure5.5.

Initially, peerl will bethe only peerin swarm A, becausat is the only peerthat
hasa copy of the contentandknows aboutits existence.Peerl is alsobartering
in swarm B, whereit nds peer2. Becauseboth peerssupportthe BuddyCast
system,they decideto exchangepreferencdists (seeFigure 5.5a). Peer2 will
hencend outaboutthe contentthatpeerl hasinjectedanddownloadstorrent le
A. We assumehatthe newly injectedcontentmatcheghetasteof peer2 andit is
recommendedPeer2 decidedo dovnloadthe new content.

BecausdorrentA hasnotracker associateavith it, LITTLE BIRD will discorerthe
swarm,asexplainedin Section4.5.1. Theinformationfrom BuddyCasts copiedto
theswarmdatabasandpeerl is foundto beanactive peerin swarmA. Whenpeer
2 sendsagetPeersequesto peerl, peerl respondsvith apeerlistcontainingonly
itself, becausehereareno otherpeersin swarmA. Peer2 hasnow joined swarm
A andstartsbarteringwith peerl. Becausepeer2 has nished downloadingin
swarmB, it leavesthatswarmandis only active in swarmA (seeFigure5.5b).
Peer3 also nds peerl duringthebarteringporocessn swarmB, andthey exchange
preferencdists (seeFigure5.5¢). Peer3 decidesjustlike peer2, to downloadthe
contentof traclerlessswarm A. Whenit sendsa getPeersequesto peerl, it will
receve apeerlistwith all peersgn swarmA (in this casepeerl andpeer2). Peer3
canstartbarteringin swarmA afterconnectingo peer2, andits swarmdiscovery
is nished (seeFigure5.5d).

Note that swarm B was only addedto this setupto make surethesethreepeers
would exchangepreferencdists with eachother In practice,a Tribler peerex-
changests preferencdists with peersin all swarmsthatareactive. This leadsto
fastermpropagatiorof knowledgethroughthe network andhencefastercontentdis-
covery. To reducethe compleity of thisemulationwe left all otheronline Tribler
peersoutsidethe scope sothatpeersl, 2 and3 would only BuddyCastith each
other

5.3.2 Emulation results

To evaluateif thecontentandswarmdiscovery usingBuddyCasandLITTLE BIRD
workscorrectly we have performedheeventsdescribedn Sectiorns.3.1with three
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secover: dns task send message BUDDYCAST (’130.161.158.27’, 9001)
DisTrackerClient(Seilrolle.mov): Found 1 torrent owners (1 not yet in swarmDB)
DisTrackerClient(Seilrolle.mov): known_peers 130.161.158.27:9001
"Seilrolle.mov.torrent": "1:17:00" (0.1%) — 0OP1S0.000D u0.0K/s-d10.9K/s uOK-d64K

Log File 5.4: Snippetof thelog le of peer2.

secover: dns task send message BUDDYCAST (’130.161.158.27’, 9001)
DisTrackerClient(Seilrolle.mov): Found 2 torrent owners (2 not yet in swarmDB)
DisTrackerClient(Seilrolle.mov): known_peers 130.161.158.27:9002,130.161.158.27:9001
"Seilrolle.mov.torrent": "0:39:44" (2.4%) - 1P1S0.113D u8.0K/s-d21.7K/s u368K-d1280K

Log File 5.5: Snippetsf thelog le of peer3.

actualTribler applicationson a singlemachine.SwarmB is implementedisinga
torrentwith a centralBitTorrenttracler.
For our experimentwe usea text-modeTribler version.Insteadof usersthatclick
to downloadacertainrecommendetbrrent,we move torrentsfrom therecommen-
dationdirectoryto the downloaddirectoryto downloadarecommendetbrrent.
In thelog les of the threeclientswe canseethe whole bootstrapprocessheing
executed.We have extractedtheimportantlinesfrom eachlog le andshav them
in Log Files5.3,5.4,and5.5. The1p addressn theselog les (130.161.158.27)
belonggothehostonwhichwe conductedheexperiment.Thepeersanbeidenti-
ed bytheirlisteningport,whichis setto 9001for peerl, 9002for peer2,and9003
for peer3. Thetraclerlesstorrentinjectedby peerl is calledSeilrolle.mov.torrent
andformsswarmA.
In Log File 5.3,the rst threelinesindicatethecommunicatiorwith peer2. Firstly,
preferencdists are exchangedy sendinga BuddyCastmessageo peer2. Then
thetorrent le of swarmA is sentto peer2 by the meta-datdhandler Onthethird
line, the barteringstatisticsof peerl areshavn. Theinterestingpartsof this line
for thisanalysisare:

¢ SeilRolle.ma.torrent- indicatingthatthetorrentof swarmA is bartered.
e 1PO0s- indicatingthatpeerl is barteringwith 1 leecherandO seeders.
e U2.8K/s-d0.0K/s theuploadanddownloadspeedf the barteringprocess.

We concludethat peer1l is barteringin swarm A with peer2. Thesestepsare
repeatedduring the communicatiorwith peer3, shavn in lines 4—6. Eventually
peerl is barteringwith both peersin swarm A (indicatedby the string '2P0s" in
line six).

In Log Files 5.4 and 5.5 we seethe sameactionsfrom the side of peers2 and
3. Firstly, the transferof a BuddyCastmessagewhich resultsin the discovery
of swarm A andthe receptionof torrentSeilrolle.mov.torrent. \Whenthe peer2
choosedo downloadthis torrent,it nds onetorrent owner. We usedthe name
torrentownerin ourlog les whenreferringto recommendepeers.Peer2 nds
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thatrecommendepeerl is still active in swarmA andstartsbarteringwith it. Log
File 5.4 line 4 shaws its barteringstatisticsindicatingthat it is barteringwith 1
seedelpeerl) andO leechersPeer3 even nds two recommendepeers(peersl
and?2) andLog File 5.5line 4 shaws thatit is barteringwith 1 seedefpeerl) and
1leecher(peer2).

We concluddgrom theseresultsthatthecontentandswarmdiscovery bootstrapping
have beenexecutedaspredicted BuddyCasmanageshe exchangeof contentand
recommendepeersbetweerswarms,while the LITTLE BIRD protocolhandleshe
exchangeof swarm discovery information within the swarms. The combination
of thetwo realizesdecentralizedbootstrappingvithout ary needof the BitTorrent
tracler.

5.4 General performance evaluation

We have evaluatedour LITTLE BIRD swarmdiscovery protocolin depthusingthe
CROWDED emulationervironmentpresentedn Section5.2. With CROWDED we
canevaluatehow our protocolwill performin areallife swarm. In this section
we presenthe detailsof our experimentandto whatextendthe protocolmeetshe
designrequirementérom Chapter2.

5.4.1 Emulation properties

For our protocolevaluation,we chosea swarmwith realisticpropertiesn sizeand
churn,undertherestrictionthatit couldbe emulatecon the DAS-2 clusterin Delft

DAS-2 Delft CPU last day
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Figure5.6: Statisticson the Delft DAS-2 clusterfrom Ganglia: The cpu usageof
thecluster(top), andtheload of the cluster(bottom).
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accordingto the limitations describedn Section5.2. The processingpower of
the DAS-2 nodesrestrictsus to emulateBitTorrentswarmswith a maximumsize
of 300 peers.The usageof the DAS-2 supercomputealsolimits the time within
which our experimentshave to be conducted\We chosea swarmwith 1430unique
peersanda maximumsize of 305 peerswhich we will emulatethe rst 2.5days
after creation. This is the mostinterestingperiodin the life-cycle of the swarm
includingthe ash-crowd period, maximalswarm size,andvery high churn. We
have reducedthe emulationtime by conductingthe emulationunderaccelerated
time. Therefore we have changedhe swarmbehaior andprotocolcon guration,
sothatall eventshappen ve timesfaster

We have evaluatedthe contentdiscorery bootstrappingtepalreadyin the exper
imentin Section5.3.1. In this experimentwe will thereforeskip this stepand
directly give eachpeerthe contactinformationof a singlepeerin the swarmwhen
it wantsto join. Thisis doneby a centralizeditTorrenttracker. In practiceusers
would receve thesecontactsusing swarm discoery bootstrapping Whena peer
hasrecevedthe single peerfrom the centralizedracker andhassenta successful
getPeersequestoit, it is consideredootstrappedndincludedin the statistics.
We will focusonthe performancef LITTLE BIRD in theseemulationsandnot so
muchonthedownloadprogressiorof the peeran theswarm. Still we have madea
distinctionbetweerpeerghatstartasa seedeandthosethatstartasaleecherThe
ninepeerghatwereonline onthe momentthatour scrapesoftwareinitially found
this swarmwill join asseederswhile all subsequentljoining peerswill join as
leechers.

Figure 5.6 shavs the load and cpu usageof the completeDAS-2 Delft cluster
during this emulationexperiment,as generatedy the clustermonitoringsystem
Ganglia[32]. For this experiment28 supercomputenodeswereused. The load
graphshaws thattheload of the clusterfollows the sizeof the swarm (compareo
Figure5.7). The maximumload wasaround250, which is a load of almost9 per
allocatednodeonwhich 11 Tribler applicationsvererunning. Thisis higherthan
expectedrom Figure5.3, because¢hereis moreactiity in the Tribler applications
duringthe ash-crowd periodthanduringtheloadexperiment.
Thecpuusagegraphshavs the'nice cpu' usageof the Tribler instancegandsome
systencpuusageln total, we useup to 90% of the cpuof thecluster with 90% of
thetotal numberof nodesallocated.Hence the processingower of the allocated
nodesis almostfully usedduring the experiment. Both the load and cpu usage
metricsshav thattheseemulationsusethefull capacityof the DAS-2 cluster

5.4.2 Swarm coverage

Swarmcoverages thepartof theswarmthata peerknows, asexplainedin Section
2.2. We will evaluateif the LITTLE BIRD protocolmanagedo give peersa large
enoughshareof theswarmin orderto barterfastand e xibly.

First, we will look at the progressiorin swarm coverageof a singlepeerp. We
choseone of the peersthat hasjoined soonafter the creationof the swarm and
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Figure5.7: The swarmcoverageof oneof theinitial peersin the swarm.
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Figure5.8: Theaverageswarmcoverageof all thepeersn the swarm.
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have shawvn its swarm coveragein Figure5.7. During the ash-crowd periodthe
numberof known peersof peerp risesquickly with the swarmsize,until it knows
around220 online peers.Thenit becomedarderto nd morepeersbecausehe
leave-ratebegins to increaseso that more peersin the swarm databasef peerp
becomeout-dated.Its numberof known peersremainsstableuntil peerp leaves
the swarmaftera sessiorof 33 hours.It's swarmcoveragehasincreasedo almost
100%duringthis session.
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Figure5.9: Statisticsof the swarm coverageof all the peersasa function of their
onlinetime in the swarm. Thetop gure shavs dataof the accelerate@mulation
whereheary load reducedthe quality of swarm discovery for somepeers. The
bottom gure shavs the dataof the shorteremulationwithout acceleratedime.
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Whenwe combinethe swarm discovery informationfrom all peersin the swarm,
we cananalyzethe behaior of the swarmcoveragein thetotal swarm. Figure5.8
shawvs the minimum, averageandmaximumknown peersof all peersn theswarm
over time. The averageswarm coverageis given aspercentag®f the swarmsize
after 10, 20, 30, and40 hours. We canconcludethatthe averagecoveragein the
rangeof 65-95%o0f the swarm is more than enoughfor downloading. After 40
hoursthereareevensomepeergshathave discoreredthe completeswarm.

At rst sighttheminimumnumberof knowvn peersn theswarmseemsnsufcient
for BitTorrentdownload, becausét swingsup and down between0—100known
peers.In reality, the peerghatcausethe minimumto bevery volatile areall peers
that have just joined the swarm. When, after a coupleof LITTLE BIRD requests,
their swarmcoveragerises,the minimumwill risewith it. A shortmomentiater, a
new joining peerwill drav the minimum swarm coveragedown again. This way,
the minimumnumberof peerskeepsswingingup anddowvn. The minimumvalue
swingsup to around100 peers,becausdhat is the maximumnumberof peers
recevedfrom asinglereques{maximalpeerlistsize). We concludethatpeershat
have alow swarmcoveragehave joinedthe swarmrecently

To give moreinsightin how the swarm coveragedependn the online time of
peerswe createdrigure5.9 (top), which shawvs the swarm coverageof all peers
in the swarm asa function of the time thatthey have beenonline. For eachon-
line time, theminimal, 10th percentile average andmaximalswarm coverageare
plotted.

The averageswarm coverageis alreadyhigh (55%) when peershave just joined
theswarmandincreasesjuickly in the rst hours. Theaveragerisesupto 90%for
peershathave swarmsessionsongerthana day The maximumswarmcoverage
lies closeto 100%for all onlinetimes,indicatingthatmary peersmanageo dis-
cover the whole swarm. Thereare even peersthat have a 100% swarm coverage
directly afterjoining the swarm. Theswarmdatabaseealizeghis instantcoverage
throughthe storageof peerinformationfrom previous sessionén this swarm,and
givesthe peerafull view without additionalrequestsThis shavs the addedvalue
of the swarm databasewhich increaseshe performanceof Tribler by giving it a
'memory’.

The minimum swarm coveragein Figure 5.9 (top) shaws that all peersthat are
longeronline thantwo hourshave effectively discoreredthe swarm. Somepeers
thathave beenshorteronline still have no swarm coverage put thisis only a very
smallsubset(21 out of thetotal 1430 peersneedan hour; 1 peerneeds2 hours).
Whenwelook atthelog les of thesepeerdn detail,we nd thatthey have become
victims of communicatiorerrorsandthereforecouldnotdiscover areasonablgor
tion of the swarmin a shorttime. Only afterrepetitive attemptghe peersmanage
to requeshalf of the swarmpeers.

Thesecommunicatiorerrorsoccurbecauseve have increasedheload on the Tri-
bler applicationsby executingthe protocolunderacceleratedime. Somepeers
becomaemporarilyirresponsie by heary loadandignoreareceved getPeerse-
quest. Herewe seethatour approacho carry out realisticemulations alsogives
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detailedeedbaclkaboutweaknesses thecurrentimplementatiorof LITTLE BIRD.
In Section5.4.3,we will give a moredetaileddescriptionof this implementation
issue.

Whenwe conductthe rst 12 hoursof this sameemulationwithout accelerated
time,shavnin Figure5.9(bottom),we seethatall peerseasilydiscorertheswarm.
The minimal swarm coverageand 10th percentileare signi cantly higherin this
graphandthereare no peersthat needadditionalgetPeersequestto discover a
signi cant partof the swarm. We concludethat LITTLE BIRD would performfar
betterin realitythanit doesin theacceleratedxperimentgpresenteth thischapter
wherethe protocolis testedundera heary load.

The averageswarm coverageis reducedby the factthatpeersonly broadcashew
discoveredpeerswhenthey aresurethatthey areconnectiblewhichis oneof our
importantsecuritydesignstepshatensureshatpollutionis not spreadhroughout
theswarm. This check before you tell stratg@y canform a bottleneckfor the speed
atwhich new 1p addressearecommunicatednsidethe swarmandtherebylower
the averageswarm coverage. The acceleratedime of our emulationsincreases
this effect. Still, with this limitation, LITTLE BIRD provides high quality swarm
coverage.With this high swarm coverageall peersin the swarm have managedo
downloadthe le from thenineinitial seedersTheonly exceptionsvere32 peers
thathadsuchshortsessionsthatthey hadnotimeto USELITTLE BIRD.
Consideringhe swarm caveragedataresultingfrom our experimentswe cansay
the following aboutswarm partitioning. Figure 5.9(bottom)shaws that all peers
thatarelongeronline thanonehour have a swarm coveragehigherthan55%. In
Sectiord.5.2,we statedhatwhenall peersn a swarmhave acoveragehigherthan
55%, partitionis impossible. Therewe assumedhatlessthan5% of all peersin
the swarm leave betweensubsequentequeststeps,which is realisticconsidering
Figure 3.5. We concludethat the part of the swarm consistingof peersthat are
long online,will never partitionusingLITTLE BIRD. Recentlyjoined peerscould
in theorypartition from the swarm, but with the measuredigh swarm coverage,
partitionis very unlikely.

5.4.3 Scalability

To seeif ourprotocolis scalableandef cient, we have measuredhe LITTLE BIRD
relatedcommunicatiorof all peerdn theswarm. EachgetPeersequestindpeerlist
reply andtheir bandwidthusagewveremeasuredo seeif LITTLE BIRD is scalable
andif theloadof getPeersequestss reasonablyalancedver all peers.

In Figure5.10 (top), we shav the averagenumberof getPeersequestghat were
answeregerpeerin the swarmasa functionof thetime. The averagenumberof
requestghat were sentper peeris equalthe numberof answeredequests.L1T-
TLE BIRD is con guredto sendthreegetPeersequestper10 minutes.Hence we
would expectthattheaveragepeersendsandhandle®.3requestperminute. Fig-
ure5.10(top) shavs thatduringthe startof thisemulation peershadthis predicted
averagesendrateof almost0.3requesperminute. However, afterthreehours,the
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requestatefalls andremaindower duringthe remaindeiof the experiment.
Analysisof thelog les shav thatthe reducedrequestrateis not causedby the
decisionof peerdo sendfewerrequestshut by animplementatiorissuethatcauses
peerssendtheir requestdessfrequently Underthe heary load of mary Tribler
applicationson a singleDAS-2 node,andthe accelerate@xecutionof the LITTLE
BIRD protocol,thepeerselectioncomponenslons down signi cantly. In Log File
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Figure 5.10: The averagenumberof getPeergequestsa peerhashandledper
minute (top), and the averagebandwidthusageof a peer(bottom)asa function
of thetime.
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1161725716.115 - Peer selection step 430

1161725734.105 - Done 3 getPeers requests

1161725739.398 - Selecting peers to connect took 5.292721 seconds

1161725753.869 - Peer selection step 431

1161725819.137 - Selecting peers to connect took 65.267959 seconds
1161725831.917 - Peer selection step 432

1161725896.694 - Selecting peers to connect took 64.776068 seconds
1161725913.017 - Peer selection step 433

1161725937.324 - Selecting peers to connect took 24.307455 seconds
1161725956.040 - Peer selection step 434

1161725969.786 — Selecting peers to connect took 13.746594 seconds
1161725986.755 - Peer selection step 435

1161725999.623 - Selecting peers to connect took 12.544147 seconds
1161726016.912 - Peer selection step 436

1161726025.022 - Selecting peers to connect took 8.110421 seconds

1161726041.394 - Peer selection step 437

1161726055.328 - Selecting peers to connect took 13.933817 seconds
1161726069.977 - Peer selection step 438

1161726079.406 - Selecting peers to connect took 9.428656 seconds

1161726097.741 - Peer selection step 439

1161726105.876 — Selecting peers to connect took 8.134667 seconds

1161726118.474 - Peer selection step 440

1161726130.343 - Done 3 getPeers requests

Log File 5.6: Snippetof the log le of a Tribler applicationshaving the slow
executionof peerselectionunderheary load. The delay betweenthe rst and
secondransmissiomf getPeersequestss here396secondinsteadf theplanned
120seconds.

5.6,asnippebfalog le of oneof thepeersduringtheheary loadperiodis shavn.
Becausave acceleratetheemulationby afactor ve,every12secondsselection
stepshouldbe executed(seealso Figure 4.3). During every 10th selectionstep,
getPeersequestaresent.In ourimplementationLITTLE BIRD Sleepsl2 seconds
betweenthe nishing of one connectionstepandthe startof the following step.
Whentheexecutionof aconnectiorsteptakessigni cant time, theconnectiorstep
frequeng falls. Thefrequeng with which getPeersequestaresentalsofalls, as
thisis executedevery 10thconnectiorstep. This delayeffect explainsthe average
requestatesof Figure5.10.

Whenwe repeatthe rst hoursof this emulationwithout time accelerationthe

averagenumberof requestghat areanswereehaesasin Figure5.11. Under

thesemorerelax circumstancesthe requestrate lies muchcloserto 0.3 requests
perminute,but still thereis somedelaywhenexecutedunderheary load. We have

shawvn in Figure 5.9 thatthis morerealisticrequestfrequeng resultsin a higher

swarmcoverage.

We concludethattherobustpropertief LITTLE BIRD ensuraeliableswarmcov-
erageevenwhentherequestrequeng is loweredby heary load. For future use,
alesscomputation-intenge peerselectiormechanisnshouldbeimplementedso
that LITTLE BIRD is notonly fully scalablein its communicationbut alsoin the
computatiortime of its peerselectioncomponent.
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We will now comparghebandwidthusageof LITTLE BIRD with thatof thecentral
BitTorrenttrackerandDHT solutions presenteéh Sections3.5.1and3.5.2.Figure
5.10(bottom)shavsthatLITTLE BIRD usesat mostl,200bytesperminute.When
thesendfrequeny is notloweredby aheary load,aswasthecasdn thisemulation,
the bandwidthusagewill be closeto this 1,200bytesper minuteduringthe whole
experiment.Thereforewe will assumehata normalbandwidthusageor LITTLE

BIRD is 1,200bytesuploadand1,200bytesdonvnload perminuteperswarm.

The bandwidthusageof the popularswarmdiscovery solutionsis shavn in Table
5.2.

Swarmdiscovery solution | Bandwidthup+davn (bytes/min)
BitTorrenttracler 76

LITTLE BIRD 2,400

DHT 16,850

Table5.2: Thebandwidthusageof LITTLE BIRD andtwo popularexisting swarm
discorery solutions.

Thetableshavs thatthe bandwidthoverheadf LITTLE BIRD lies betweerthatof
theBitTorrenttracker andthe DHT solution.Importantto mentionis thattheband-
width usageof the BitTorrenttracker scaledinearly with the numberof concurrent
swarmsin which a useris bartering. LITTLE BIRD hasalsoa linear scaling,al-
thoughthetotal bandwidthutilized by answeringgetPeersequestgor all swarms
is limited by our load balancingmechanismWhenthe DHT solutionis usedfor
swarm discovery, only a single DHT is neededfor multiple swarms. The p2p
network implementatiorand DHT con guration determinehow DHT bandwidth
overheadscalesvith thenumberof swarms.We have no detailedmeasurementsf
this behaior.

The bandwidthconsumedby the LITTLE BIRD protocolis mostly usedfor the
securehandshats throughthe SecureOverlay of Tribler. For instancea typical
getPeermessageonsistof 2.4 KB handsha& bandwidthand80 Bytesof actual
messagbandwidth.After this handshad, the peerlistmessagés returnedwithout
anadditionalhandshag. Thesesecuréhandshagsallow ushoweverto (re)identify
peersallowing usto make LITTLE BIRD secureswarmdiscovery.
WeconcludghatLITTLE BIRD realizedreliableswarmdiscosery with abandwidth
usageseventimessmallerthanthatof aDHT solution.

5.4.4 Load balancing

We have seenthatthe averagebandwidthusageof LITTLE BIRD is smallandlim-
ited. We will now evaluateif this bandwidthis evenly balancedover all active
Tribler peers.

LITTLE BIRD load balancingworks by dynamicallysettingan interval I thata
peerhasto wait beforesendinga subsequentequestasdescribedn Sectiord.5.3.

74



Accordingto Equatior4.8,apeerwill increasats intenal period/ abose themin-
imumwhenreceving morethanfour requestperminute.Figure5.10(top) shavs
thatin our experiment,an averagepeeron a certainmomentnever recevesthat
muchrequests.Therecould be, however, peersthat receive muchmorerequests
thantheaverage.To analyseéhow well therequestarebalancedver all peerswe
have calculatedor eachpeerthe averagenumberof handledrequestgper minute
overits wholesessionn theswarm. Thebettertheloadbalancingof LITTLE BIRD
themoretheseaveragef all peersshouldbe similar.

Figure5.12shaws the probability massfunction of theseaveragerequestrequen-
ciesof all peers.Theaveragepeerhashandled).14 getPeersequestper minute
duringits session.The gure shaws thatthe requestrequencief all peersare
concentrate@roundthe averagevalue. Only 10%of all peershave received more
thantwice asmuchrequestastheaveragepeerswith amaximumof 0.58requests
perminute,whichis aboutfour timesasmuchastheaveragepeer Analysisshavs
that thesepeersthat have receved a relatve high numberof getPeergequests,
have shortonline sessionsPeerspreferto sendrequestdo recentlyjoined peers,
becausd is likely thatthey canprovide new swarminformation.

In this single swarm situation, there are no peersthat receved more than four
getPeersequestper minuteduring a substantiatime. Hence,our loadbalancing
mechanismhasonly occasionallybeenactive during our experimentandis not
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Figure 5.12: The probability massfunction of the averagenumberof getPeers
requestperminutehandledby a peerduringits session.
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neededvhenapeeris only actvein asingleswarm. However, whenapeeris actve
in multiple swarms,thenumberof requestperminutewill increaseFurthermore,
peerswill receve post-barteringequestgor swarmswhich they have recentlyleft.
In thesesituationstheloadbalancingruleswill helpoverloadedoeers.

We concludethatthe LITTLE BIRD request@reevenly divided overthe peersin a
swarm, resultingin awell balancedoad. Whenthe numberof swarmsin whicha
useris downloadingis low, the load balancingmechanisnwill not play anactve
rolein LITTLE BIRD. Otherwisejt canlimit thenumberof requestshatoverloaded
peergeceve. We will have to evaluatetheloadbalancingnechanisnin amultiple
swarmsettingin orderto evaluateit in moredetail..

5.5 Attack resilience evaluation

In Section4.5.5we focusedon makingour protocolresilientagainstpollution and
dDoSattacks.In this sectionwe evaluatethis resilienceby conductinga nev emu-
lationin whichwe have con guring apartof thepeerdo misbehaein theprotocol.
Theseuattacker peers will doadDoSandpollution attackonthedistributed Tribler
swarm.

5.5.1 Attack scenarios

We have repeatedhe emulationof our exampleswarm in the samesettingasin
Section5.4, but we have set 10% of the peersto be attaclers. This meansthat
thesepeerswill returnan attacker 1P list, insteadof a normal peerlistmessage,
uponreceptionof a request.We have createdwo scenariodor the emulationof
a pollution anddDoS attack. In the poliution attack scenarioan attacler 1p list
contains100 randominconnectiblerp addressegortsand permanentdenti ers.
In thedDoS attack scenarioanattacler list is lled with a singleinconnectiblar
addressombinedwith 100randomportsandpermanentidenti ers. Thisis theip
addres®f thevictim computerat which thedDoSattackwould beaimed.

In reality it would be a seriousattackif 10% of all peersaremaliciousandtry to
pollutethesystem.Ourresultswill shav if theLITTLE BIRD protocolstill manages
to operatdan asituationwith this muchpollution.

Thereceptionof inconnectiblepeerinformationis especiallyharmfulwhena peer
hasjust joined andhasa small swarm coverage.Therefore we usethe following
settingin this emulation: When a peerconcludeghat all of the peersit knows
in the swarm are attaclers, it will not sendrequestdo theseattaclers anymore.
Insteadjt will bootstraghe swarmagainusinganotheisinglepeeraddres&ndtry
to discover cooperatingpeers.

5.5.2 Security and integrity

Wewill rst evaluateif LITTLE BIRD canstill functionwith thisamountof attacler
peers. Peersshouldbe ableto continuetheir dovnloadsas normal while under
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attack. Thenwe will look to whatextendthe attaclersweredisguisedoy peersin
theswarm.

We comparethe averagecoverageof our threescenariogno attacler peers,pol-
lution attack,anddDoSattack)in Figure5.13. The gure shaws thatduring the
initial ash crowd period,the swarm coverageof the scenariosloesnot differ sig-
ni cantly. After threehours,the averagenumberof known peersin the swarms
with attaclers remainsstable,while it still risesin the healthyswarm. This dif-
ferenceis never madeup andthe averageswarm coverageremainslower in the
attacler emulations.

Therearetwo reasondor this lower swarm coverage. The rst reasonis that it
is harderfor peergo discorer new peerswhenthey receve maliciousinformation
from the attaclers. A secondreasonis that, becausen attacler peeralwaysre-
spondgto a requestwith a peerlist lled with mary fake 1p addresseghe swarm
databasaizesof all peersgrow. The swarm databasevorks asa blacklistin this
situationandenablegeersto remembervhich ip addressesotto connect.How-
ever, we have seenin Section5.4.3thatin ourimplementatiora very full swarm
databaselecreasethe performanceof LITTLE BIRD in our heary loadedemula-
tions. Therefore the attackis extra harmful, asit slovs down the requestsate of
the peers.Whenwe conductedan emulationof a pollution attackwithout acceler
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Figure 5.13: The averageswarm coverageof peersin the swarm for our three
scenariosno attaclersin the swarm, 10% of the swarmis a dDoS attacler peer
and10%of theswarmis a pollution attacler peer
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atedtime, we foundthe averageswarm coverageto behigher

Althoughswarmdiscoveryis muchhardemwhen10%of thesourcesreunreliable,
still LITTLE BIRD manageso let mostof thepeerdiscorer asufciently largepart
of theswarmwithout problems.

We will now look to whatextendthe peersin the swarm have identi ed correctly
which peersare unreliable. We have measuredhe numberof 1p addresseshat
eachattacler spreadghroughpeerlistsin orderto evaluatethe successfulnessf
attacler peers.Also we measuredo hov mary of theselp addressesonnections
wereattemptedseeFigure5.14). If the contriktution mechanisnin LITTLE BIRD
operateffectively, peerdan theswarmshouldconcludethattheattacler peersare
not contritutive andreducethe numberof requestgo them.If peershave still sent
arequesto oneof theattacler peersthey shoulddistrusttheip addresseseceved
from attaclersandpreferip addressesf existing peers.

Figure5.14 shavs that during the ash crowd period, mary requestgo attacler
peersare sent. On this moment,new peersjoin the swarm and have no objec-
tions againstsendingrequestgo the attaclers. Peersonly attemptconnectiongo
a part of the receved fake 1p addressesdhecausa.ITTLE BIRD usesa defensie
connectiorstratgy. Honestpeerswill not forward inconnectiblelp addresseto
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Figure5.14: Both for the pollution attack(top) andthe dDoSattack(bottom),the
following informationis plotted: The numberof fake 1ps spreadin peerlistsper
attacler per minuteandthe numberof connectionattemptsto theseips from the
otherpeersn theswarmperattacler perminute.
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Contribution of 130.161.211.208:9033:

(Conn 0.20%0.70 (3/3), Bart 0.50%0.00, DT_act 0.10%«1.00 (1-0/1),

DT_qu 0.20%0.48 (48/100)) = 0.3367

130.161.211.208:9033 is an attacker, with >50 unconnectible ips. Will not request it.

Log File 5.7: Snippetof the log le of a Tribler applicationduring the selec-
tion processof peersto senda getPeergequest. A peerwith network address
130.161.211.208:9038 foundto beanattacler.

otherpeersbecause®f thecheck before you tell stratgy (seeSectiord4.5.5).1n the
pollution attackscenariopeershave attemptedo connectto 51.1%of thetotal ip

addressescevedfrom attaclers. For thedDoSattack,thiswasonly 17.4%.This

shaws thatis costsmoreeffort for a dDoSattacler to sendfake 1p addresseto a
swarmthanit would costto connecto themitself. LITTLE BIRD is moreresilient
againstdDoSattacks becauseve have addedan additionalrule not to connectto

more peerswith the sameip addressn a connectionstep, explainedin Section
4.5.5. This rule createsan upperboundof connectingto onefake 1p addresger
minute during a dDoS attack. In our experiment,for eachattacler, thereare ap-
proximately9 contritutive peers.Therefore perattacler, therearenever morethan
9 connectiomattemptgperminutein thedDoSscenario.

Thelog les of peersin this experimentshav thatthey have effectively disguised
attaclers(seelLog File 5.7). An attacler is disguisedvhenthe numberof receved

inconnectiblap addressegsesabove theattacler thresholdl’,, presentedn Sec-
tion 4.5.5. Whenthis hasnot yet happenedan attacler peeris consideredess
contrikutive thanotherpeersbut peerswill still requesit. Becauseeersdefen-
sively attemptconnectiongo 1p addresseeeceved from attaclers,the numberof

obseredinconnectiblerr addressesften staysbelov thethreshold.Hence,L1T-

TLE BIRD doesnotshaw asigni cant reductionin requestgo attaclersaftersome
time.

We concludethat LITTLE BIRD is capableof realizing decentralizedswarm dis-

covery of reasonableaesilienceagainstlarge scalepollution and dDoS attacks.
In our example settingof 10% peersthattry to stop the othersfrom discorer

ing the swarm, LITTLE BIRD still succeedetb deliver swarmdiscovery. Further

more,connectiorattemptdo fake ip addresseareomittedwhenpeersconsideithe
sourcepeerto beincontrikutive. FurtherresearcttouldoptimizeLITTLE BIRD, SO
thatattacler peersarebetterrecognizedandisolatedfrom a swarm.
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Chapter 6

Conclusions and Future Work

In this chapterwe give a summaryof the problemthat we solved and stateour
conclusionsThenwe proposeutureresearchhatcanbe conductedn the areaof
swarmdiscovery.

6.1 Summary and conclusions

Peerdiscorery, thatis, nding the addressesf network members,s a general
problemin p2p networks. In P2p le sharingnetworks, peersthat dovnloadthe
same le have to be discovered, called swarm discovery, beforecontentcanbe
sharedwith thesepeers.In the BitTorrentsystem,swarmsarediscoseredusinga
centraltracker. This client-serer solutionlacksscalabilityandreliability. Other
BitTorrentswarmdiscovery solutionsthataremorescalabldack effective security
andincentive mechanismsin orderto solwe this problem,we have designedand
implementeda decentralizedgwarmdiscovery solutioncalledLITTLE BIRD, with
asdesigngoalsscalabilityandsecurity FurthermoreLITTLE BIRD providespeers
with incentivesto cooperatén the swarmdiscovery process.

For the evaluationof LITTLE BIRD, we have createdanexperimentalernvironment
calledcrRowDED, which enabledusto conductiarge-scaldrace-basedmulations
of swarmson the DAS-2 supercomputelFromour evaluationresults we canstate
our mostimportantconclusions:

e LITTLE BIRD iS effective. With LITTLE BIRD, peersdiscover a sufciently
large part of swarmsto barterefciently. All peersin our evaluationdis-
coveredmorethan50% of a swarm of 305 peerswithin onehour Hence,
LITTLE BIRD keepsthe peersin a swarmwell enoughconnectedo make
swarmpartitioningimpossibleunderrealisticcircumstances.

e LITTLE BIRD is scalable. Thebandwidthusageof apeemeededor LITTLE
BIRD communicationis 2.4 kiloByte per minute, which is a factor seven
lower thanthe popularDHT swarm discovery solutions. The theoretical
foundationof our epidemicprotocol guarantees constantmessageate.
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Therefore,bandwidthusagedoesnot increasewith the swarm size. The
LITTLE BIRD requestsare reasonablybalancedover all peers,preventing
thatsomepeershave amuchhigherbandwidthusagethanothers.

e LITTLE BIRD iS decentralized. Contentcanbesharecandpublishedwithout
the needfor ary centralizedcomponentsLITTLE BIRD combinedwith the
BuddyCastrecommendatiorprotocol managesdecentralizedcontentdis-
covery and swarm discovery.  The availability of dovnload swarmsis in-
creasedy cachingswarminformationduringa periodafterapeerhasleft a
downloadswarm.

e LITTLE BIRD is secure. Pollution attacksonly slightly reducethe perfor
manceof LITTLE BIRD. The defensie designof LITTLE BIRD malkes it
unpro table to misusethe protocolto launcha distributed denial-of-service
attackagainstavictim computer

6.2 Future work

During our researchve have concludedhatthefollowing technicaimprovements
shouldbe madeto LITTLE BIRD:

e Thede nition of thequantitatve contrikution of a peershouldbeenhanced,
sothatthe contrikution is sharedover multiple swarms. Currently the con-
tribution is calculatedfor eachpeerper swarm, which doesnot give a peer
incentvesto help othersafterit hasleft a swarm. Whena peerwould gain
contritution in future swarms,thisincentie is created.

e Peerselectionn LITTLE BIRD shouldbere-implementedothatthecompu-
tationtime nolongerdepend®nthesizeof theswarmdatabaseThis could,
for instancepe accomplishedby storingpeersin asorteddatastructureand
saving statisticancrementally

e The attackresilienceof LITTLE BIRD can be optimized, by developing a
more sophisticatednechanisnto distinguishattacler peersfrom contritu-
tive peers.

We believe thatthe functionalityof LITTLE BIRD canbeextendedsothatit canbe
usedo discover avarietyof socialcommunitiesLITTLE BIRD canthenbeapartof
alarger mechanisnfor social-motvated le sharingandcommunitymanagement
in the Tribler application.The strengthof suchanintegratedsystemliesin thein-
teractionbetweenTribler componentsThefollowing ideasmayhelpto extendthe
effectivenessf LITTLE BIRD throughinteractionwith otherTribler components.

Swarm discovery selection When multiple swarm discovery sourcesare avail-
ablefor a swarm (for instance both a BitTorrentcentralizedtracker and LITTLE
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BIRD), a peershouldintelligently choosethe mostscalablesolutionanduseun-
scalablesolutionsasbackup. Currently a mechanisto wisely choosethe right
swarmdiscovery sourceis notincludedin Tribler.

LiTTLE BIRD for Tribler video The Tribler applicationwill supportthe sharing
of streamingvideo andvideo on demandin additionto simply sharing les. It
would beinterestingto extendthe LITTLE BIRD protocolto realizethe discovery
of theswarmsfor thesenew p2p media.

Swarm pre-discaery The swarm discovery bootstrapmechanisntould be op-
timized by pro-actvely discovering highly recommendedwarmsbeforea user
actually needsthem, called swarm pre-discovery. This will costonly moderate
overheadandwill increasdhe probability of successfubootstrappinghecauseli-
rectly after a preferencdist is receved from a recommendepeer it is probably
onlineandactie in the swarm. With swarm pre-disceery, notonly tastebuddies
andcontentareautomaticallydiscorered,but alsothe favorite swarmsof the user

Additional BuddyCastinformation A new versionof the BuddyCastprotocol
shouldincludeinformationaboutwhenrecommendepeerswerestill actvein the
swarmsthat they recommend. This enablesusersto estimatethe probability of
swarmdiscovery successvith the helpof arecommendepeer

Firewall puncturing Swarmcaoveragecouldbeimprovedby having betterknowl-
edgeof the connectiity of peers.Currently peersthatarediscoreredthroughin-
comingconnectionslo not have to be connectiblethemselesdueto re walls or
NAT traversal. Therefore,a peerdoesnot distribute the addressesf incoming
connectionpeersto other peersthroughour protocol. Only after having started
an out-goingconnectionto the peer will it be includedin the swarm database.
This outgoingconnectiormight never beestablishedf theincomingconnections
retained.
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Appendix A

LITTLE BIRD Specifications

In thisappendixve give thespeci cationsof the LITTLE BIRD protocol.In Section
A.1, we give an overvien of the LITTLE BIRD sourcecode. In SectionA.2, the
LITTLE BIRD executionagumentsaredescribedIn SectionA.3, we describehe
formatsof theLITTLE BIRD messagedn SectionA.4, we give theswarmdatabase
architectureandthe statisticsof peerghatarestored.

A.1 LITTLE BIRD source code

In this sectionwe will give anovervien overthe pythonsourcecodethatwe have
addedto Tribler in orderto implementthe LITTLE BIRD protocol. We usedthe
sourcecodeof Tribler version3.3.4asa basisfor our implementation.Although
in this thesiswe have referredto LITTLE BIRD asa decentralizeswarmdiscovery
protocol,in the namingof the sourcecode les, we calledour implementatiora
distributedtracker, abbreiatedto disTracker.

Tribler/DisTracker Thisis thedirectorywhereall sourcecoderesideghatis re-
latedto the LITTLE BIRD protocol.

Tribler/DisT racker/DisTracker.py Themain le of LITTLE BIRD. This le con-
tainsthreeclasses:

¢ DisTracler class- Parentclassof theothertwo classegontainingbasicfunc-
tionality.

¢ DisTraclerClientclass- Manageshe peeracquisitionandpeerselectionsee
Section4.3). For eachactive torrent,a DisTraclkerClientinstances made.

¢ DisTraclerSerer class- Managesthe responseso incoming getPeerge-
quests.Thereis only oneinstanceof this class.

Tribler/DisT racker/DisTrackerHandler.py This le containghe Secureoverlay
messagdandlerfor the LITTLE BIRD protocol. The actualmessagdiandlingis
delggatedto the DisTrackerSerer class.
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Tribler/DisT racker/SwarmReliability.py This le calculateghelevel of contri-
bution of peersasdescribedn Sectior4.4.

Tribler/DisT racker/DistrackerDB.py This le performssomespeci c swarmdatabase
tasks.

Tribler/DisT racker/bloom.py This le containsclassego createanduseBloom
lters.

Tribler/DisT racker/TrackerStats.py This le collectsstatisticsof the operation
of theLITTLE BIRD protocol. They areusedon the statisticspanel.

Tribler/DisT racker/TrackerPanel.py Theswarmdiscovery statisticsvindow, de-
scribedin Section4.3.4.

Tribler/DisT racker/DisTrackerAttacker.py We createdthis le for testing,to
managethe creationof maliciouspeerlistmessageand simulatea pollution and
dDoSattackonthe LITTLE BIRD protocol.

Tribler/Cache/CacheDBHandlerpy In this le we addedthe SwarmDBHandler
classthatmanagesill datastorageelatedto LITTLE BIRD.

Tribler/Cache/cachedbpy In this le we addedthe four swarm databasesle-
scribedin AppendixA.4.

We performedmary othersmallchangego the Tribler sourcecode,which areall
accompaniethy commentsiescribingtheir relationto LITTLE BIRD.

A.2 Tribler execution arguments

ToaddtheLITTLE BIRD functionalityto Tribler, we addeadhefollowing execution
argumentgo Tribler. They weremostly usedfor the evaluationprocesof LITTLE
BIRD.

- -distracker <on|off> StartTribler with or without LITTLE BIRD support(de-
faultsto on).

- -distracker_accelerate<arg> StartTribler with the LITTLE BIRD protocolac-
celeratedThisincreaseshegetPeersequesfrequeny andall otherLITTLE BIRD
timing by afactorarg (defaultsto 1.0).

- -disable_central_tracker <on|off> Disableall connectionso aBitTorrenttraclker
to let Tribler dependbnly onthe LITTLE BIRD protocol(defaultsto off).

- -distracker_test <on|off > Disableconnectionso aBitTorrenttracker afterboot-
strappingj.e.,whenthelocal peerknons morethanonereliableTribler peerin a
swarm (defaultsto off).
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- -distracker_attacker <off|[dDoSpollution> Uponarequestyeturnanerroneous
peerlistinsteadof a LITTLE BIRD peerlist. The dDoS optionwill returna peerlist
with 100 peeraddresses;reatedby taking a singlerandomip addressombined
with randomports. The pollution optiongives100randomip addresseandports
(defaultsto off).

A.3 Message formats

In this section,we give a technicaldescriptionof the LITTLE BIRD messagédor-
mats. Therearetwo typesof messagedhe getPeers messagewhichis a request
for peersin a swarm, andthe peerlist messagethe responseontainingpeerin-
formation. This sectionis set-upin a similar formatasall Tribler designnotes
[71].

A.3.1 Getpeers message

If a Tribler applicationwantsto requestwhich peersarein a certainswarm, it
will senda getPeersnessageSucharequesis doneover the Secureoverlayto a
Tribler peer A getPeersnessagéasthefollowing parametersyhich aresentin a
b-encodedlictionary:

¢ info_hash: The 20 byte SHA1 hashof the torrent/svarm that the requester
wantsa peerlistof (sameasBitTorrenttracler).

e numwant: The numberof ip/port tuplesof peersthatthe requestewantsin
thepeerlist(sameasBitTorrenttracler).

e port: Thelisteningportof therequestersothatit canbeaddedo theswarm
databasef theresponder

e compact:Mapson0,1,[empty](sameas0). Indicatesf the peerinformation
shouldbereturnedn thecompactormat.

e bloom.lter: A b-encodediictionarycontainingaBloom lter with all ip/port
tuplescurrentlyknown to the requesterThesepeerswill be excludedfrom
thepeerlist. This eld canalsobeleft empty whichresultsin alist of ran-
domip/portsof peersan theswarm,justlike the BitTorrenttracler.

numelements the numberof valuesin theBloom lter (integer)

num hash- the numberof hashvalues(integer)

hashtype - string denotingthe hashedmethodof elements'SHAL1-
concat')

salt- stringthatis hashedvith theelements.
— data- thebit arrayof theBloom lIter in stringformat.
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e event: Mapson started completedstopped[empty]. Presentshe event of
therequeste(sameasBitTorrenttracker, currentlyunusedn LITTLE BIRD).

A.3.2 Peerlist message

A Tribler applicationwill respondto a getPeeranessageéy sendinga peerlist
messagéeo the requester The permid eld will be addedfor Tribler peersonly,

giving their permanenidenti ers. When an error occurs,a dictionary with the
key 'failurereason'is giventhatmapson a readablestring denotingthe reasorof

failure (sameasBitTorrenttraclker). Otherwise a peerlistmessageonsistof the
following b-encodedlictionary:

¢ info_hash- The 20 byte SHA1 hashof the torrent/svarm thatthe requester
wantsa peerlistof (needediueto asynchronousommunicatiorthroughthe
Tribler SecureDverlay).

e intenal - (integer) The numberof minutesthat the requestershouldwait
beforeits next reques(sameasBitTorrenttraclker).

e active - (eitherQ or 1) Indicatesif therespondeis actively bartering.Inac-
tive responderare eitherbootstrappingr in the post-barteringperiod(see
Section4.5.1).

e peers A list of dictionariesgperpeer thathave thefollowing keys:

— peerid - Theself-selectedD of thepeer
— ip - Theip addres®f the peer
— port- Thelisteningport of the peer

— permid- (optionallyif this peeris foundto be compatiblewith Tribler
protocol). Mapsto the permidof the Tribler peer

If therequeshadthe compaciparametesetin its getPeersnessagethe peerswill
bereturnedn thefollowing compactform:

e peers A stringof concatenategeerinformationswith for eachpeer:

— ip address (4 chars)
— port- (2 chars)

— permidlength- (1 char). This byteindicatesthe lengthin bytesof the
following permid. If no permidis included,it is 0x00

— permid- (permidlengthchars)The permanentdenti er of the Tribler
peer
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A.4 Swarm database

In this sectionwe will describein whatformatthe swarmpeerstatisticsarestored
in the swarm database.All swarm discovery relateddata storagegoesthrough
the SwarmDBHandlerclass. Underthis databasdandley thereare actuallyfour
databasesiamelytheSwarmDB,SwarmpeerDBSwarmpeerprobsDBEandSwarm-
submittersDB.Thesedatabaseareimplementedn the cachedlpy le. We will
describeeachof thembelow.

Most of thestoredstatisticshave a particularpurposen the LITTLE BIRD protocol.
To clarify this,we de ne six catgyoriesin TableA.1 for which peerstatisticscanbe
stored.In thedescriptiorof thedatabasebelow, the catgory is indicatedbetween
braclets(for instancd1]).

Statisticscateyory | Usedfor: Explainedin Section
[1] Contritution/connetvity 44.1
[2] Contrikution/Barteringactivity 4.4.2
[3] Contrikution/Swarmdiscovery actiity 4.4.3
[4] Contrilution/Swarm discovery quality 444
[5] Contritution inheritance 4.4.5
[6] Loadbalancing 453

TableA.1: Statisticscateyoriesto link peerstatisticsin the swarm databas¢o the
LITTLE BIRD protocol.

A.4.1 SwarmDB

This databasstoreswhich peersarein which swarms.

Key

info_hash- theidenti er of theswarm.

Value

Set[(ip,port)*] - A setof thenetwork addressesf peersn the swarm.

A4.2 SwarmpeerDB

The SwarmpeerDBdatabasstoresthe non-svarmspeci ¢ propertiesof apeer

Key

(ip, port) - the network addresguple of the peer
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Value

A dictionarywith thefollowing propertiesof thepeer:

peerid - TheBitTorrentidenti er of thepeer
permid- TheTribler permanenidenti er of the peer(optional).

dtbit - A ag indicatingthatthis peerprobablysupportsLITTLE BIRD (if
permidis set,it is sure).

sabit- A ag indicatingthatthis peerprobablysupportsTribler secureover-
lay (if permidis set,it is sure).

down_lasthour[2] - List of (bytes timestamp}uples,containinggheamount
of downloadeddataof thelasthout

submitterd5] - List of permanenidenti ers of the sourcepeersof this peer
(seeSection4.4). If we receved this peerfrom a centralizedtracler, the
string'ct’ is includedin thelist.

A4.3 SwarmPeerPropsDB

The SwarmpeerPropsDBatabasstoreshe swarmspeci ¢ propertiesof apeer

Key

(ip, port,info_hash)- A tuple of anetwork addressombinedwith a swarmidenti-
er. Thisidenti es apeerin a particularswarm.

Value

A dictionarywith thefollowing propertiesof the peer:

connectedl] - List of timestamp®f last3 hoursof successfutonnections.

connectionattemptg1] - List of timestampof last3 hoursof connections
attempts.

active - Thispeeris active in theswarm(neededo barteror give in peerlist).
lastseen1] - Timestamof lastconnection.
lasttried [1]- Timestampof lastconnectiorattempt.

requestg3] - Numberof swarm discovery requestghe local peerhassend
to this peer

responsef3] - Numberof responseo swarmdiscoery requests.
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e errorresp[3] - Numberof erroneousesponsegvery late or unrequested).

e lastrequest6]- Timestampof last swarm discovery requestthat the local
peerhassent.

e lastincomingrequest6] - Timestampof lastincomingrequestfrom this
peer

e lastreceved- Timestampof lastreceptionof this peer

e next_request6]- Timestampndicatingwhenthe next swarmdiscovery re-
questis wantedaccordingo theinterval.

e next_incomingrequest6] - Timestampindicating when this peercanre-
guestusagain.

A.4.4 SwarmSubmittersDB

The SwarmSubmittersDBs usedto storewhich peera sourcepeershassentin
peerlistmessages.

Key

permid- Thepermanenidenti er of this Tribler peer

Value

Set[(ip,port)*] [4] - Setof (ip,port) tuplesof peerghatthis Tribler peerhassent.
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Appendix B

Overview of Measurements and
Software

To make our Filelist BitTorrentmeasurementvailableto otherresearchers the
p2p eld, we have produceda shortandclearoverviev of the measuremerdata
andsoftware,andwherethey reside.

B.1 Overview of swarm measurements

B.1.1 Scraping software

Location: superstorage3.das2.ewi.tudelft.nl:/homel/jelle/ kst

Main class: main.py

Thisscrapingsoftnarewasusedto generateheraw lelist dataonwhichourmea-
surementgarebased It usesthe ClientCookielibrary [18] to log-in theFilelist.og

websiteandthe BeautifulSougibrary [7] for HT M L-parsing.Furthermoreit uses
a con gurable numberof downloadthreadsto speedup websitedownload. The
downloadedpagesarecompressedndstoredin a directorystructuredescribedn

thenext section.

B.1.2 Raw Filelist measurement data

Location: superstorage3.das2.ewi.tudelft.nl:/home/jelle/ list _tracedata
Thisis theraw measuremerttatageneratedby our scrapingsoftware. Somedetails
aboutthis measuremerndatacollectionwerealreadygivenin Section3.3.2. The
raw dataof the Filelist communityconsistof torrentlists andswarm details, stored
in the/torrentlists and/torrents directoriegespectiely.

Torrentlists Thesdists describeall active torrentsandthe numberof seedersnd
leecherdn therelatedswarm. In the torrentlistsdirectorythe following les are
stored:
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e YYYYMMDD.zip - For eachdaythatwe have scrapeda zip-archve of all
compressedtbrrentlist scrapeddn the particulardayin HTML format. The
lename is atimestampformattedasshawn.

Swarm details For eachswarm thatwasactve in the Filelist communityduring
our measurements directorywas created hamedafter the info-hashof the par
ticular swarm. In total 4,027 swarmdirectoriesarestored. In eachswarm details
directorythefollowing les arestored:

e torrent.zip- Thecompressedorrent le of theswarm
¢ info.txt - An information le, containingthe creationdateandtorrentname.

e YYYYMMDD.zip - For eachday that we have scrapedstatisticsof this
swarm, a zip-archve of all compressedwarm memberlists of the particu-
lar dayin HTML format. The lename is atimestamgformattedasshawn.

B.1.3 Swarm churn files

Location data: superstorage3.das2.ewi.tudelft.nl:/homel/jelléélis t/swarm/churnFiles
Pythontool: superstorage3.das2.ewi.tudelft.nl:/home/jelldélis t/swarm/createChur nFiles.py

Fromtheraw measuremendata,we createdfor eachswarma le thatdescribes
its join andleave rates,referedto asa churn le. In the churnFilesdirectoryfor
eachscrapedswarm,achurn le is stored.In achurn le, thejoin andleave rate
are storedfor eachchurn period betweentwo subsequenswarm measurements.
Churn les have thefollowing format: on eachline the following valuesseparated
by tabs:

e timestamp Humanreadabldimestamp.

e bagin_time - Timestampin secondsinceepoch-formabf the begin of the
churnperiod.

¢ endtime- Timestampn secondsinceepoch-formabf theendof thechurn
period.

e bagin_time_rel - Timestam@gn secondsinceswarm creationof the begin of
thechurnperiod.

e endtime_rel - Timestampn secondsinceswarm creationof theendof the
churnperiod.

joins - Numberof joining peersin the churnperiod.
e |leaves- Numberof leaving peerdn the churnperiod.

e joins_min - Thenumberof joining peersperminute.
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leaves min - Thenumberof leaving peergperminute.
joins_min_smooth- A smoothedrersionof joins_min.
leaves min_smooth- A smoothedsersionof leaves min.

swarmsize- Thesizeof theswarmin the beginningof thechurnperiod.

Perswarmadata le andplot of its sizeandchurn.

B.1.4 Peer behavior files

Location data: superstorage3.das2.ewi.tudelft.nl:/homef/jelldélis t/swarm/peerFiles
Pythontool: superstorage3.das2.ewi.tudelft.nl:’lhomel/jelléélis t/swarm/createPeerriles.py

From the raw measuremendlata, from eachswarm we have createda directory
namedafterits info_hash.In this directory we have createa peerbehaior le for
eachpeerthathasbeenactie in the swarm. The les have the following format:
on eachline thefollowing valuesseparatedy tabs:

time_sinceepoch- Timestamgn secondsinceepoch-format.
timestamp Humanreadabldgimestamp.
online- (0 or 1) Indicatesf this userwasonlineat this moment.

connectible (0 or 1) Indicatedif this userwasconnectiblehroughanopen
listeningport.

up- (kiloBytes) Theamountof datauploadedsinceconnectedo the swarm.

uprate- (kb/s) The averageuploadspeedof this user calculatedfrom its
tracler requests.

down - (kiloBytes) The amountof datadownloadedsinceconnectedo the
swarm.

down_rate- (kb/s) Theaveragedownloadspeedf thisuser calculatedrom
its tracker requests.

ratio - The sharing-raticof this usersinceconnectedo the swarm.
complete- (%) Thepercentagef thecontentthatthis userhasdownloaded.
connected (minutes)Thetime thatthis useris connectedo the swarm.
idle - (minutes)Thetime sincethelasttracker request.

client- A stringindicatingwhatBitTorrentclient this useris using.
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