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Abstract 
 
The automotive industry will introduce the autonomous car into the consumer market in the 
near future. At this moment, several forms of connected cars are introduced. These 
connected cars present the current state of the art on the path to the ultimate goal of the 
automotive industry: the consumer used autonomous car. Prior research shows that 
consumers have several concerns on the use of connected and autonomous cars. The 
system security of the connected car is one of these concerns. There are currently 7 million 
consumer used cars in possession of Dutch citizens. Consumer trust is key for a successful 
introduction of connected – and autonomous cars into the consumer market. These concerns 
have to be addressed by the automotive industry in order to successfully introduce the 
autonomous car. When we compare the consumer concerns with the actions of the 
automotive industry, it becomes clear that the security concern is currently not properly 
addressed. This threatens the successful introduction of autonomous cars in the future. 
 
This research presents a multi actor roadmap which indicates what actions each actor in the 
automotive industry can take to address and improve the security of connected cars.  
 
In order to do this we show that there are technical security threats on the current 
implementation of connected cars. A separate paragraph describes the malicious actors that 
take advantage of these security flaws in the connected car design. The last part of our 
argument consists of the description of the actors and an analysis on their actions and 
interests. These elements, plus the consumer security concerns, deliver the design 
requirements that are needed to construct a multi actor roadmap that shows what each actor 
can contribute to improve the security of the connected car.  
 
Five important elements must be solved in order to generate a more cyber secure car. The 
first element is that the government must answer the question of car data ownership and the 
question on how long cars must be patched by the car manufacturers. The second element 
is the implementation by the branch organisations of an auto ISAC in Europe. The 
fundamental redesign of the ICT architecture of the connected car by the car manufacturers 
is the third element. The fourth element is the logging of cyber security incidents by the 
insurance companies. Network providers must implement a secure 5G standard the 
automotive industry can use to communicate to and from the connected car. The last 
element is that car users must start asking questions about the cyber security of their car. 
 
Key words: Cyber security, connected car, autonomous car, system security, cyber threats, 

threat landscape, car hacking, roadmap. 
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1. Introduction  
The automotive industry will introduce the autonomous car into the consumer market in the 
near future. At this moment, several forms of connected cars are introduced. These 
connected cars present the current state of the art on the path to the ultimate goal of the 
automotive industry: the consumer used autonomous car. Prior research 1 shows that 
consumers have several concerns on the use of connected cars. The system security of the 
connected car is one of these concerns. Consumer trust and social acceptance is key for a 
successful introduction of connected – and autonomous cars into the consumer market. 2 
These concerns have to be addressed by the automotive industry in order to successfully 
introduce the autonomous car. When we compare the consumer concerns with the actions of 
the automotive industry, it becomes clear that the security concern is currently not properly 
addressed. Hackers can compromise the system security of the connected car. By hacking 
the connected car, hackers can influence the physical safety of the car user. This threatens 
the successful introduction of autonomous cars in the future. 
 
The available literature on the cyber security of connected cars is limited. The literature that 
is available deals with either the technical aspects of hacking into connected car systems 3 or 
deals with hacker profiling in general.4 The specific profiling of hackers of connected cars 
was not yet available. There is also no overall study available that deals with both aspects 
simultaneously. This research fills that gap. We analyse the technical attack vectors of the 
connected car and also profile the attackers. We look into the concerns of the car user and 
use that input as a guideline to construct a roadmap to improve the cyber security of the 
connected car. These three elements deliver requirements we use to construct a multi actor 
roadmap which indicates what actions each actor in the automotive industry can contribute to 
address and improve the security of connected cars. 
The report by Dokic et al 5 mentions the issues on autonomous cars. The issues mentioned 
concern data security, legal & liability, safety, economy and ethics. We cluster these 
elements in Safety, Security and Liability. These issues are directly related to the consumer 
trust in the connected car. The following picture shows an overview of the relations between 
the automotive actors that are capable of addressing the consumer concerns in order to 
improve the security of the connected – and autonomous car. 

 
 
Fig 1. Multi actor diagram indicating the actors in relation to the consumer concerns of the connected–  and 
autonomous car 

 
We show that there are technical security threats in the current implementation of connected 
cars. A separate paragraph describes the malicious actors that take advantage of the 
security flaws in the connected car design. The next part of our argument consists of the 
description and analysis of the other actors, their behaviour and interests. These elements, 
plus the consumer security concerns, deliver the design requirements that are needed to 
                                                           
1
 ANWB, 2015 

2
 Dokic, j., et al, 2015, p5 

3
 Checkoway, S et al., 2011; Valasek, C; Miller, C., 2013; Anderson, M., 2014; Smith, C. 2016 

4
 Gutierrez, M., 2014; Oosterbaan, W., Lei van der G., 2014; Verizon, 2016 

5
 Dokic, j., et al, 2015  
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construct a multi actor roadmap that shows what each actor can contribute to improve the 
security of the connected car.  

1.1 Problem relevance  
We can see the importance of the security of connected cars in daily lives. The Dutch CBS 

indicated that there are about 7 million consumer used cars in possession of Dutch 

consumers. 6 The figures also show that about 71,5% of the Dutch households possesses at 

least one consumer used car. 7 Connected cars are all around us in our society. We live in a 

connected world in which all kinds of devices get connected to the internet. Cars are no 

exception and also follow this trend. The possibility of connecting the car to the internet 

makes the car even more valuable to people. As the research by Steg 8 shows, car users 

value their car, and dislike public transport, for three reasons. The first reason is that car 

users perceive their car as a better functional instrument to fulfil their personal requirements. 

The other reasons are that the car represents important cultural and psychological values. 

For many car users, the car is a symbol of freedom and independence. The car is often seen 

as a symbol of status. Driving a car is perceived as pleasurable and to be preferred above 

public transportation. By adding more functions to the car, like connecting the car to the 

internet, the car becomes even more valuable to the car user.  

 

Fig. 2. Global market for cars, in millions, by region 
9 

All car brands have recently introduced “main stream” connected cars. Examples of these 

are Volvo, Tesla, Nissan, Toyota, Volkswagen, Jeep, Chrysler and BMW. The consumer can 

interact with his connected car using mobile applications. The follow up in this trend is the 

careful introduction by car manufacturers of the autonomous car. In the autonomous car, the 

car user is no longer required to drive. The car drives and navigate by itself to the required 

destination. The main argument of introducing connected cars is about increasing the safety 

of the car. The claim is that the driver needs assistance in order to avoid accidents. The 

NHTSA published a report 10 that shows that 94% of all accidents were driver related. Smith 

                                                           
6
 CBS, Centraal Bureau voor de Statistiek, 2016.  

7
 CBS, 2015  

8
 Steg, L., 2003 

9
 Jiang, T., et al, 2015 p6 

10
 Singh, S., 2015 
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11  refers in his article to several studies from 1979 till 2013 which all show that the driver is a 

major contributor to car accidents. 

 

Fig. 3. Global Market for cars in mln, Traditional driven car, Semi-autonomous car, Autonomous car 
12 

IHS researchers predict 54 million autonomous cars in 2035. About 2.4 million of these cars 

will drive in Europe. 13 Car manufacturers traditionally focus on car safety and user features 

like car navigation. The security element is, as is the current state of almost all cars, left out 

of the equation. This is remarkable because a recent international study by Kyriakidis 14 in 

which 5000 people participated, shows that the three biggest consumer concerns are the 

possibility of misuse / hacking of the car software, legal issues and safety issues. Car 

manufacturers only address the car safety issue. The study also shows that 69 percent 

thinks that the autonomous car will have a market share of fifty percent before 2050. The 

results of this study are confirmed in a recent study by the ANWB in the Netherlands in 2015. 
15 The Dutch respondents indicated to be concerned about the commercial use of collected 

car data (88%). The second concern was about hacking the car software (84%) and 94% 

wanted protective legislation.  

The study by Heide 16 predicts the introduction of the main stream autonomous car around 

2021. The first argument used by the automotive industry for the rapid introduction of the 

connected car is that the car driver is unable to detect and respond quick enough to all the 

relevant traffic issues the driver encounters. The introduction of connected cars results in a 

more efficient use of the road and therefore result in less traffic jams. The third argument is 

that the car user has less stress in a connected car and more time to do other activities. 

These are exactly the claims Volvo makes in their autonomous car trials in 2017 in the UK 

and China. Volvo predicts less accidents, a reduction of traffic jams, less pollution and saving 

the valuable time of the car user. In case of the autonomous car, Volvo commits itself to 

make sure that in 2020 “no one will be seriously injured or killed in a new Volvo”. 17 The other 

thing that makes the Volvo experiment interesting is that Volvo will use production cars 

                                                           
11

 Smith, B., 2013 
12

 Jiang, T., et al, 2015 p6 
13

 IHS Markit, 2014 
14

 Kyriakidis, M. et al., 2015 
15

 ANWB, 2015 
16

 Heide, A. et al., 2006 
17

 Volvo, 2016b 



Page  9 of 112 

 

instead of special prototypes. The drivers in this experiment are regular people and not 

engineers. In order to keep the car users safe several systems are made redundant. 18 

Research by Kyriakidis in 2015 19 shows that the respondents of the developed countries 

were also worried about the transmission of data from their car. The term “developed” in this 

study means that those countries have lower national accident statistics and the respondents 

have a higher income and higher education level. The study by Gonder 20 shows that the 

collection of car data and the possibility to profile the car users is possible and might indeed 

cause a serious privacy concern. Enev concluded in his research 21 that a person could be 

identified with an accuracy of 87% by analysing the car data of a single sensor (brake) and a 

99% accuracy when the data of five sensors are combined.  

Our study aims to address the concern about car security by introducing a multi actor 

roadmap to improve the security of connected cars. The benefit for society is that the 

improvement of the security of the connected car will also improve the personal safety of the 

car user. 

 

Fig. 4. Number of security breaches per threat action category over time, (n=9,009) 
22

 

 

                                                           
18

 Ross, P., 2016 
19

 Kyriakidis, M. et al., 2015 
20

 Gonder, J. et al. 2015 
21

 Enev, M. et al, 2016 
22 Verizon, 2016, p8 
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The figure above shows the number of security breaches per threat category. The main 
source of security breaches can be found in hacking, malware and social engineering. Social 
engineering is out of scope of our research. In chapter 2 and 3 of our study we address the 
hacking and malware threats. 

 

Fig. 5 Time to compromise a system and data exfiltration time. 
23

 

The figure above shows how quickly ICT systems are compromised. It takes the attacker 
minutes to days to exfiltrate the data he is after. The figure below shows that the time to 
compromise the security of a system, related to the time it takes to discover a security 
breach. The same applies to the security of the connected car. The security of a connected 
car can be breached, and it takes longer to detect such a security breach.  

 

Fig. 6 Percent of breaches where time to compromise (green)/time to discovery (blue) was days or less 
24

 

                                                           
23

 Verizon, 2016, p 10 
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1.2 Assumptions and definitions  
Our assumption is that all forms of connected – and autonomous cars are based on the 

same principles. We assume that all connected cars consist of the following elements. The 

first element is a car. This makes sense because without a car, you can’t have a connected 

car. The second element is that there must be some form of communication possibility to and 

from the car. In addition to that, we see that a lot of cars are connected via the internet. This 

is the actual “connection” in the term “connected car”. The third element is that the connected 

car contains computer chips. The automotive industry calls these chips ECU’s 25. An average 

car has about 50-70 ECU’s which are connected by the controller area network (CAN). 26 27 

The fourth element is that a connected car contains software. This software is controlling all 

kinds of functions in a connected car. This includes the motor management, navigation and 

the entertainment systems. The fifth element of a connected car is some form of data 

storage. Otherwise the software and the data that runs through the applications could not 

function correctly. The last element is a volatile computer memory. Some of the calculations 

must be executed “in memory” because of the necessary processing speed to act “real time” 

on the car movement. When you look at it, a connected car is in fact a computer on wheels 

that can also transport people and goods.  

Based on these assumptions we can better understand what a connected car is and 

investigate the possible attack vectors. In fact, we can now better understand how it is 

possible that connected cars get hacked. A connected car is just a computer on wheels 

connected to the internet. Computers connected to the internet can and will be hacked. The 

more “interesting” the connected target is, the more people will try to hack that computer. 

Connected cars are no different and will be attacked by hackers. 

Although the terminology and definitions in literature differ 28, a connected car always 

consists of the elements that are specified and described above. In short, a connected car is 

any car that has remote communication possibilities. The next definitions that needs 

explaining is the difference between safety and security. We follow Burns in his analysis on 

safety and security. 29 We define safety as the condition of being protected from direct 

(physical) harm. The term safety always involves a human being. The definition of security 

we use is, that it is the state of being free from danger or threat. The term security involves a 

system. We define hacking as gaining unauthorised access to (computer) systems. 

Foundations, associations, special interest groups and generally accepted organisations that 

are seen as “organisations involved in- or active for the automotive sector” are hereinafter 

referred to as “branch organisations”. 

1.3 Scope  
The scope of this research is bound by several elements. The first element is limiting this 

research to cars. The term “vehicles” would be too broad because that in includes cars, 

drones, vessels and a wide variety of other devices. An example of this is the recently 

introduced autonomous vessel by the US navy that can operate by itself on the ocean for 

                                                                                                                                                                                     
24

 Verizon, 2016, p 10 
25

 ECU, Electronic Control Unit 
26

 Wijk van, M., 2016. 
27

 Geraets, M., 2016 
28

 SAE standard J3016 and NHTSA 
29

 Burns, A., et al., 1992 
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several months. 30 The second element is that we use the term “connected” cars. 

 

Fig 7. Relation diagram between connected cars and autonomous cars 

 
The figure above shows the relation between connected cars and autonomous cars. All 

autonomous cars are connected cars. Our study uses the term “connected cars” which 

includes the autonomous car. The automotive industry defines several stages of connected 

cars in which the last stage is a fully autonomous car. The automotive industry generally 

agrees that there are six stages of connected cars, as depicted below. 

  

Fig. 8. Overview of stages of connected cars based on SAE standard J3016 and NHTSA. 31 

Only the last stage contains a fully autonomous car. The problem with the six stages model 

is that the definitions for each stage are not clear within the automotive industry. In practice, 

the boundaries between these stages are not clearly defined. When one car manufacturer 

claims a car in stage 3, another car manufacturer claims that that is not the case and it is just 

a car in stage 2. The most commonly used models are of the SAE 32 and NHTSA. 33 The SAE 

model consists of six stages of a connected car. The NHTSA model consists of five stages. 

We look into the cyber security of the connected car and for our research it does not matter 

in which stage a connected car is. We research the cyber security of connected cars in 

general. This includes all forms of connected cars including the autonomous car. We see the 

autonomous car as just another form of a connected car.  

                                                           
30

 Anonymous, 2016 
31

 SAE, 2014 
32 SAE, Society of Automotive Engineers  http://www.sae.org/automotive/  
33 NHTSA, National Highway Traffic Safety Administration  http://www.nhtsa.gov  

 

 

 

Connected car 

Autonomous car 

http://www.sae.org/misc/pdfs/automated_driving.pdf
http://www.sae.org/automotive/
http://www.nhtsa.gov/
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The third element to limit our scope is, that we focus on the consumer used connected car. 

Out of scope are connected cars that are used in harbours, by the military and other non-

consumer use. We want to improve the cyber security of the consumer used connected car.  

Our research includes the relevant actors within the automotive industry that can influence 

and improve car security. We look at the car ecosystem and the actors that are involved. The 

fourth scoping element in our study is the limitation of actors to: car manufacturers, 

government, insurance companies, branch organisations, network providers and car users. 

We determine the actions and motivation for each cluster of actors. When these elements 

are identified, a multi actor roadmap is constructed in order to improve the current security 

situation of connected cars. We show that the actor that has to start this change are the car 

manufacturers. 34 In order to help the car manufacturers to implement the lessons learned 

from previous security breaches, a security roadmap is presented in a way the car 

manufacturers can use it to take this next step. 

The last scoping boundary is geographical. The security aspects of the connected car is not 

a single nation problem, but a worldwide problem. By setting the geographical roadmap 

boundary to the Netherlands we are able to deliver a concrete example roadmap for the 

parties involved. The roadmap indicates which actions each actor can take to improve car 

security. We show that it is possible to construct a national cyber security roadmap to 

improve the security of connected cars. 

1.4 The objectives of the study 
An objective of this study is to deliver a multi actor roadmap to improve the cyber security of 

consumer used connected cars. We take the current situation of the cyber security of 

connected cars in the Netherlands as a starting point. 

Literature shows that there are several possible attack vectors and a limited type of attackers 

that want to deliberately harm a connected car. The current actor landscape of the connected 

car is focused on safety and not on security. Because it is now possible to harm the safety 

aspect by breaching car security, it is time to act and address the cyber security  aspects of  

the connected car. The constructed roadmap is based on the requirements we gather in the 

sub questions we defined. 

 

For the qualitative part of this research we have defined several objectives. The first is to 

explore the possible attack vectors of a connected car. We answer questions like: Is it 

possible to hack the cyber security of connected cars? How can we cluster the technical 

vulnerabilities in connected cars in order to find and define solutions to prevent misuse of the 

connected car systems.  

People often speak of “an evil hacker exploited vulnerability x”. What are the triggers of a 

person in order to become a hacker? What are the inhibitors, accelerators, and other factors 

for a person to become a hacker? Can we categorise these attackers? The second action is 

to categorise the possible attackers that are capable and motivated to breach the security of 

a connected car. This analysis gives us the hacker incentives that we can block in order to 

prevent people from hacking connected cars. These requirements are input for the multi 

actor roadmap. 

 

                                                           
34

 See survey question 1.3 and 1.4 
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From our literature research the picture emerged of a standard pattern of behaviour of the 

automotive actors when confronted with a security breach. Of course it is not possible to 

examine all the automotive security breaches in the world. This research is limited to the 

security breaches that made it to the media. Describing several of these cases we show that 

a repetitive pattern of behaviour that is typical of the actors in the automotive industry when 

they are confronted with a security issue. 

 

The introduction of the connected car also results in many new functionalities consumers can 

use. It delivers a new set of (legal) questions. There are liability questions, platooning issues 

of cars, privacy aspects and data storage questions. We will discuss the legal issues in short 

when we discuss the role of the Dutch government to improve the security of connected cars 

in the Netherlands.  

 

These objectives come together in one overall goal. To create a multi actor roadmap to 

improve the cyber security for connected cars. 

1.5 Research question  
Based on that the question becomes how the automotive industry can improve the cyber 
security of civilian used connected cars. When we look at the current landscape on the 
connected car the main research question becomes: 
 
 

 

This research question is broad and includes all consumer used connected cars. Car 
manufacturers built and sell connected cars on a global scale. In order to show that a multi 
actor roadmap to improve the security of the connected car can be created, we construct this 
roadmap for the Netherlands.  

1.6 Sub questions  
In order to answer the main research question we have to break the issue apart in several 

sub questions. There seems to be little awareness within the automotive industry on cyber 

security. This is also the picture that emerges from the interviews and the survey. We have to 

show that there are plausible technical attack vectors to breach the connected car security. 

This is the first sub question we have to answer. 

1) What are the possible technical attack vectors to attack a connected car? We need 

this element in our argument in order to demonstrate that there are technical 

vulnerabilities in connected cars that can be exploited. This analysis delivers the first 

requirements for the multi actor roadmap. 

In the preliminary investigation in the automotive branch revealed that many actors find it 

hard to imagine that someone would deliberately hack the security of a connected car. We 

present an overview of the possible attackers of a connected car and describe their 

motivation and capabilities. This element delivers the second sub question.  

2) How can the possible attackers of connected cars be defined and categorised? 

With this element we show what the most likely attackers are and what drives them. 

This analysis delivers the inhibitors, catalysts and amplifiers of attackers. These 

elements are input for the multi actor roadmap. 

What multi actor roadmaps can be defined to improve the cyber security of 

consumer used connected cars? 
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Another element that was revealed during this research was the predictable repetitive 

patterns of behaviour of the actors in the automotive industry when confronted with a cyber 

security breach of a connected car. That fact delivers the next research sub question and the 

answer to this delivers the requirements needed to construct the multi actor roadmap.  

3) Identify and describe the factors and incentives of the actors in the connected car 

ecosystem when they are confronted with security issues of connected cars. With this 

element we show that there are fixed patterns of behaviour by the actors of the 

connected car when confronted with a cyber security incident. 

Based on the answers on these sub questions we define the requirements we need to 

construct a multi actor roadmap. 

4) What are the possible roadmap items for the Dutch automotive industry to improve 

the cyber security of consumer used connected cars in the Netherlands?  

1.7 Methodology  
We start with describing the scope and the domain of this research. We describe the trend 

within the automotive industry which leads to common ground, the autonomous car. We 

define the issues which lead to the problem statement. In chapter 2 we look at the technical 

attack vectors and the actors that exploit these vulnerabilities. In chapter 3, we analyse the 

actors in the automotive industry that are involved in the security of the connected car. We 

look into the actions and responsibilities of these actors, their interests and show how they 

act when they are confronted with the security challenge of the connected car. This actor 

analysis leads to the design requirements to construct the multi actor roadmap. The roadmap 

is presented in chapter 4. Reflection is the topic of chapter 5. In this chapter we look at the 

problem from a meta point of view. In final chapter, chapter 6, the conclusions are presented. 
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Fig. 9 Methodology 

1.7.1 Research design 
This paragraph addresses the question how this research was constructed and executed. In 

this part of the research we show the initial research design including the used data sources, 

data collection techniques, reliability issues and ethical considerations. This qualitative 

research consists of several elements in order to get a clear picture of the different cyber 

security aspects of the connected car in its ecosystem. Interviews are part of this qualitative 

research. Other elements of this research are exploratory and descriptive. These parts are 

the attack vector analysis, the attacker analysis and the behaviour analysis of the actors in 

the automotive industry when confronted with security incidents. These elements deliver the 

requirements we need to construct a multi actor roadmap to improve the cyber security of the 

connected car. Because of that this thesis is part of design science.35 

1.7.2 Data sources   
The first data source element is a desk research on the available scientific literature. The 

complicating factor is that there is not much scientific research available on the cyber 

security of connected cars. To broaden the search for relevant information, non-scientific 

documents, conferences and videos are also be taken into account.  

                                                           
35

 Hevner A., et al, 2004 
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The second data source element consists of interviews with experts and stakeholders within 

the automotive industry. The interviews are conducted to verify the information found in 

literature. By introducing the expert interviews we try to solve the void that is created with the 

scarce scientific research available. A survey is the third data source element in this 

research. The fourth and last data source consists of personal observations and insights 

during the interviews. See Appendix 4 for an overview of conducted interviews. 

1.7.3 Data collection techniques  
The desk research is conducted in a structured way. This research includes a literature 

search. The first step is to gather literature based on key word search. The used key words, 

and combination of key words, to search relevant literature are: connected car, autonomous 

car, automotive, security, hack, breach, black hat, testing, non-disclosure, network, CAN bus, 

architecture, security by design, security standard, legislation. The second step is to screen 

the gathered literature and make a selection based on subject relevance. In this process all 

non-car related literature is removed. The literature that remains is studied in full and forms 

the basis for our research. The third step is to look at the relevant literature and check the 

used references. Some of these references are also relevant for our own research. The 

fourth step is to look at the authors of the literature and look for more articles of these 

authors regarding the same subject. This snowball method delivered some additional 

literature. Some papers are excluded in this phase, based on their specific details that does 

not fit our research scope.  

A preliminary screening on the available scientific research indicates that there is little 

scientific literature available in the research area of cyber security of connected cars. To 

cope with this lack of available literature, also non-scientific literature, newspaper articles, 

hacking video’s and hacking events are taken into account. The selection of these non-

scientific documentation follows the same pattern as the scientific literature selection.  

The literature review results are tested and compared in the expert / stakeholder interviews. 

In order to obtain the maximum “connection” possible with the interviewed person, we always 

interviewed “in person” at their own office. This was occasionally followed with an follow up 

interview by phone. An interview in person at their own office, makes the interviewed person 

feel at ease and the chance of obtaining relevant information increases. The downside of 

“interviews in person” is that it takes significantly more time to execute all these interviews. 

Getting into people’s busy agenda is also an extra barrier for these interviews. An Excel file 

is kept containing the logging of the all communication contacts with the experts in the 

automotive industry. The persons and organisations that refused to cooperate in this 

research are also logged in this file. Notes are taken from each interview including personal 

observations and gained insights during the interview. We chose to take notes and not to 

record the interviews. Previous experiences show that people tend to be careful in their 

choosing of words when confronted with a recording device.  

Each interview started with an unstructured part which allows the person that is interviewed 

to present information that is important to them or their organisation. This maximizes the 

information output, but the gathered information is unstructured and a lot of that was 

unusable. The positive side of it is that it delivered unexpected new insights of information we 

did not think of before. The advantage of starting the interview with unstructured questions is 

that the person that is interviewed is less biased and “steered” by the structured questions of 

the interview based on the survey.  
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The survey questions are available in appendix 1. For a detailed overview of the survey 

structure, the survey process and survey results see appendix 2.The second part of each 

interview is structured and strictly follows the survey questions. The person that was 

interviewed, and other persons that are present in the meeting, obtained the survey 

questions on paper. Sometimes the person that was interviewed took an expert with him/her 

during the interview to assist them in answering the questions. The input of the interviewed 

person was logged. Only one interview + survey, including their remarks, is put into the 

dataset. The input of the other persons present is not in the dataset. This prevents cross 

contamination of the gathered interview / survey data. The researcher took notes of 

additional remarks that the interviewed person, or other persons present, adds during the 

interview. Each interview ended with the question who to contact in the automotive industry 

to obtain a full and fair overview of this research area. The last interview question was 

always a “catch all” question: “Do you have any other remarks on this subject that we missed 

in this interview?” This gave the interviewed persons the possibility to add items that are 

important to them.  

1.7.4 Sampling techniques  
This qualitative research started initially without a network or connections in the Dutch 

automotive industry. We started in March / April 2016 with a preliminary research in the field 

of the automotive industry to discover if there were enough people and organisations that 

could / would want to participate in this research to get a significant outcome. We started the 

initial search with TNO and used the snowball technique to discover the relevant 

stakeholders within the automotive industry. Each interviewed stakeholder was asked who 

we should consult next in order to generate an adequate overview of the automotive industry. 

We stopped gathering data at 11-11-2016.  

1.7.5 Ethical considerations  
We did not hack connected cars ourselves in this research, but we did speak to people that 

have hacked connected cars. We use this input of (hacking) experts to generate 

requirements for the multi actor roadmap. 

1.7.5.1 Confidentiality  

During the interviews the respondents sometimes indicated that certain information was 

confidential. Such a remark was noted and that specific piece of information is not in this 

report. All conducted surveys are anonymous. Some people replied to the researcher that 

they filled out the survey and added extra comments in the mail. Of course these people 

realise that they are no longer anonymous participants because timestamp of mail including 

specific remarks makes a correlation possible. 

1.7.6 Informed consent  
Each interviewed participant is aware that the results of this research is published. All 

interviewed persons and organisations are aware that the research outcome is presented in 

an university thesis repository system. Several participants asked that specific information 

was not linked to their company in a possible publication in the media. The facts can be 

presented, but not linked to their specific name or company. Of course we comply to these 

confidentiality requests.     
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2 Technical attack vectors and threat actors  
The first step in our analysis is to determine the technical attack vectors and cluster them. 
This gives us the answer on the first sub question what the possible technical attack vectors 
are to attack a connected car. 
 
We start at looking at the kill chain. 36 The kill chain consists of seven stages. The attacker 
must pass all seven stages in order to execute a successful attack on the connected car. The 
attacker can be stopped at each of these stages and the attack will fail. In this chapter we 
look at the possible attack vectors and motivation for the different types of attackers. By 
analysing these elements we gain insight in the criminal business case and the kill chain. 
The attacker has to complete every step in the kill chain to be successful. The defenders of a 
system have to stop the attacker at one of these steps. The elements that deliver the 
possibility to stop an attacker, are the requirements we need to incorporate into the multi 
actor roadmap. 

 
Fig 10 Kill chain 37 
 
Looking at the kill chain it becomes clear that the effort to protect the connected car by only 
implementing prevention measures will fail. The average lifespan of a car is more than 10 
years. State of the art cyber security will be obsolete after 10 years. Cyber security can and 
will be compromised over time. A sufficient technical security solution to protect the 
connected car should also try to detect the security breach and generate an appropriate 
response.  

2.1 Technical attack vectors 
In this paragraph we look into the possible technical attack vectors to attack a connected car. 
Anderson 38 investigated the security aspects of 21 different cars. His research shows that 
there are three main components necessary to succeed in a successful hack attack on a car. 
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The first element is finding a way into the car. The second element is compromising an ECU 
39 and the third element is finding a control feature that could be compromised. The report by 
FireEye 40 also indicates a number of technical vulnerabilities. These overlap with the results 
found by Anderson, Checkoway and Valasek. We use a slightly different approach that is 
based on prior research by Checkoway and Valasek. 41 These researchers present a broader 
view how car security can be compromised. The “Car Hackers Handbook” by Smith 42 
presents an extensive overview of the possibilities to hack into connected cars. Before we 
look into the details we present a high level picture, indicating the attack clusters. In the next 
step we zoom in into the detailed hackable elements of the connected car. These 
requirements are attributed to an actor and put into a multi actor roadmap to improve the 
security of the connected car. The figure below shows the identified high level attack 
clusters. You can also recognise the elements defined by Andersen. There are four main 
clusters. The first cluster is the direct physical attack possibility. In that case the attacker has 
direct access to all parts of the car. Car manufacturers should realise that their product is 
functioning in a hostile environment. Expert interviews 43 as well as hacker presentations 
shown in public 44 indicate that an object that can be directly accessed can and will be 
breached. There is no good defence against a direct physical attack. In the end the attacker 
wins. That means that your car is vulnerable when people have direct access to the car. This 
is the case when your car is in for maintenance, repairs or when you lend your car to other 
people. 

 

Fig 11. Overview of the clustered attack vectors of a connected car based on research by Checkoway, et al., 

2011 and the TU Automotive report 2016. 

The second cluster concerns the indirect physical attacks. That means that a carrier of some 

sort is necessary to carry out the attack. This carrier can be an USB stick or CD with a 

special WMA song that compromises the car firmware. 45 Also the existence of SD cards in 
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cars like Tesla opens all kinds of new attack possibilities. 46 Some car manufacturers, like 

Fiat Chrysler Automobiles (FCA), teach their customers to download software patches on 

USB devices in order to patch vulnerabilities in connected cars.47 In our opinion this is not a 

smart thing to do because you teach the end user that “it is ok to put an uncontrolled USB 

device in your car to update the firmware / software of the car”. This increases the possible 

attack surface of the connected car. Malware, like ransomware, spreads for example via e-

mail and USB sticks. An attacker can sent a letter containing an infected USB stick with 

malware / ransomware to the car user with the request to patch the software of the car.  

The third cluster is about the wireless attacks on a connected car. Bluetooth as well as attack 

on or via the mobile network are possible. The current application development for iOS and 

Android in which the car user can interact with his car gives, according to Kim et al., 48 an 

abundant variety on attack possibilities. Weinmann describes fundamental mobile baseband 

attacks based on flaws in the protocol stack.49 These facts in combination with the fact that a 

lot of mobile devices and smart phones are not and cannot be properly and timely patched,50 

gives the attacker of the connected car an additional attack surface. 

The fourth cluster is about sensor fooling. There are no known hacks documented in 

literature that indicate that you can compromise and take over a car by fooling the sensors. 

That’s why the line in the figure above is a red dotted line. Sensor fooling however is a real 

threat that can seriously harm the car user. Connected and autonomous cars often use Lidar 
51. Research shows that camera based autonomous car systems and Lidar systems can be 

fooled in an cheap and easy way. 52 These systems can be blinded or fooled with false 

information that might cause accidents. GPS has also vulnerabilities that can be exploited. 53 

When we look into the communication architecture of the connected car, we see that there 

are several communication channels that are interconnected and also connected to the 

outside world. Looking at the ICT architecture of the connected car we see that any breach 

will lead to multiple access and tampering possibilities.54 The research by Zhang 55 describes 

how connected cars could be infected and protected from malware attacks. This research 

indicates four general entry points. The first cluster of vulnerabilities are related to the 

architecture and design of the hardware and software of the connected car. Communication 

protocols and applications may also contain vulnerabilities and the last element of this cluster 

are the implementation failures. The second cluster of vulnerabilities are related to the 

operating system of the connected car. This operating system is often some form of Linux. 
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The next cluster consists of vulnerabilities that enter the car via software patches and 

updates. When these software patches are infected the entire system gets infected. The last 

cluster contain the car users themselves. When the car user visits a malicious website or 

downloads an infected file the connected car can be infected. 

 

Fig 12 Connected car overview - existing in-vehicle network architectures 
56

 

The research of Jun Li 57 
proposes an IDS, CAN See, that 
detects anomalies. Zhang 
suggests to protect the data of 
the connected car by checking 
each file to the gathered data in 
the security cloud. 58 Zhang’s 
research has also a flaw. His 
research focus lies entirely on 
the protection of the car. The 
connected car ecosystem should 
be looked at as well.  
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Fig 13 Zhang,  Architecture of the 

connected car malware defence 
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Applying the knowledge of the attack vectors in combination with known vulnerabilities on 
cars results in the following figure below.  

 
Fig. 14. Detailed overview of possible attack vectors of a connected car 2016  

59
 

 
The figure above shows an overview of the possible attack vectors of the connected car.  
The figure shows that not only the connected car itself contains vulnerabilities, but car 
security can also be breached by other elements in the connected car communication chain. 
The car manufacturers, the network provider and the car dealer all play a role in improving 
the security of the connected car.  
 
Research by Oosterbaan et al. in 2014 60 indicates that the current connected car 
implementation contains an average car of 30 to 100 separate but interconnected systems. 
The security model of these implementations seem to follow the coconut model, a hardened 
shell and no extra security measures within or between the systems in the connected car. 
That seems a logical step in a non-connected car. The researchers state that car 
manufacturers did not update their traditional security approach to the new connected car.  
 
Miller and Valasek showed in 2014 a brand and type specific overview per car brand how 
easy it was to breach car security. This is depicted in the figure below.     
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Fig 15. Car vulnerability overview by Miller and Valasek 2104 
61

 

The first column “attack surface” refers to the first stages in the kill chain. That is the 

“reconnaissance, weaponisation and delivery” phase. The second column “Network 

architecture” is represented in the “exploitation, installation and command & control” phase of 

the kill chain. The last column “Cyber physical” is represented by “command & control and 

actions on objectives” in the kill chain. The kill chain is overlaps several columns and there 

are no hard lines between the columns.  

Many connected car brands have been hacked. Some examples to show our point: 

Mitsubishi Outlander plug in hybrid (PHEV) was hacked in June 2016. Point of entry was the 
Wi-Fi connection 62. Initial reaction from Mitsubishi was “disinterest”. After the hackers 

involved the BBC, the car manufacturer responded and fixed the security issue.  
BMW, Mercedes and Chrysler were hacked in July 2015. 63 The hackers used the hacking 
toolkit called “Ownstar” to hack into the “OnStar” car management system of the connected 
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Figure 15 shows three 
columns.  
1) The column “Attack 
surface”, which  
includes all wireless 
attack vectors like 
Bluetooth, cellular, 
keyless entry systems. 
This is the first step to 
access the car. 
 
2) The “network 
architecture” column 
indicates if the attacker 
can reach important 
systems (eg. steering, 
brakes etc) after the 
initial entry. 
 
3) The column “Cyber 
Physical” means 
automated car systems 
(eg. Lane control) that 
are vulnerable for 
spoofing which results 
in loss of control over 
the car.  
 
Legend: + is hackable, 
- is less hackable 
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car. 64 Although SSL 65 was used in the encrypted communication, the hackers could still 
intercepted and read the communication between the car and the OnStar servers. The 
hackers used a MitM attack 66. The car user tries to connect to the server and finds a fake 
Wi-Fi access point nearby. When the connection is made via the fake access point, the 
attacker can intercept the communication and compromise the security. The following car 
brands were vulnerable for this kind of attacks: BMW Remote, Mercedes-Benz mbrace, 
Chrysler's Uconnect, and Dodge Viper’s Smartstart. 
 
In February 2016 BMW was confronted with several vulnerabilities in the BMW's 
ConnectedDrive Web portal. Hackers could exploit vulnerabilities like XSS 67 and VIN 
session hijacking to attack and change the car configuration.68 Security researcher B. Kunz 
Mejri concluded that five months later, the issues still existed. XSS is a well-known issue in 
web portals. XSS is in the top 10 list by OWASP 69 for several years. XSS vulnerabilities are 
well known common vulnerabilities and are easy to solve by developers of web portals.  
 
Researcher T. Hunt showed in February 2016 that the Nissan Leaf  app 70 was vulnerable 

and could be exploited. The Nissan user application uses the VIN number 71 to identify and 
authenticate the car and the car user in the Nissan app. When a hacker enters another VIN 
number in the app, he can access another car. The Nissan app lacks any authentication. The 
Nissan Leaf is therefore easy to hack. Hackers can even write a script to disrupt the Nissan 
Leaf without any human intervention. The researcher contacted Nissan to report the issue. 
Nissan did not visibly react for about four weeks and then took the service offline. 72  
  
In 2014 Miller & Valasek hacked a Jeep Cherokee over the internet exploiting the Uconnect 
wireless connection. 73 The car manufacturer, Fiat Chrysler Automobiles (FCA), responded 
with a recall action of 1.4 million cars. 74 The FCA dealt with this and other hacks of the FCA 
OwnStar system 75 by sending a letter to the car users containing an USB stick and the 
question to update the software of the car to patch the vulnerability found. Car users could 
also download the updated car software from a website and patch the car themselves. 
 
When we look at the technical attack vectors supported by the cases we discussed in this 
paragraph, we can conclude that connected cars contain vulnerabilities. Connected cars are 
computers on wheels and do have the same vulnerabilities as regular computer systems. 
Connected cars should be treated in the same way in order to protect these computers on 
wheels.  
The requirements we derive from this technical attack vector analysis are: the connected car 
should have a layered defence. The car should have security zones, anomaly detection 
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systems and redundancy in system with critical functions. The CAN bus 76 should only 
connect those systems that must share data or communicate with each other. Non-essential 
systems, like entertainment systems, should not be on the same CAN bus as the motor 
management systems. This change in the architecture of the connected car must take place 
in order to improve the cyber security of the connected car. But we have to remember that 
the required adjustment of the connected car architecture is a trade-off based on the 
underlying law and commercial business case. Lessig 77 stated in his publication that the 
implemented technology is a weighted balance between privacy, security of the individual on 
the one hand and the commercial business case of the organisation on the other hand.     
The identified requirements from this paragraph are summarised in the chapter on car 
manufacturers and network providers.  

2.2 Threat actors  
In this paragraph we analyse the threat actors that take advantage of the existing technical 

vulnerabilities of the connected car. The figure below presents an actor overview based on 

the connected car ecosystem. In this paragraph we look at the people that deliberately harm 

the connected car. These actors are indicated in red. The other actors are discussed in the 

next chapter.  

 

Fig 16 Actor overview in the connected car ecosystem 
78

 

We use the SABSA framework by Sherwood 79 to categorise and define the attacker of the 

connected car. This framework was chosen because it shows the necessary elements that 

an actor has to possess to attack a connected car. When we understand these elements we 

can try to define requirements to block or limit these elements in order to stop an attacker 
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before they compromise the security of a connected car. The essence of the SABSA actor 

analysis framework is shown in the picture below.  

 

Fig 17 Overview of the relevant SABSA framework elements by Sherwood, 2004. 

We analyse the following elements a hacker needs to execute a successful attack: 

Capability, Motivation and Opportunity. These are indicated in blue in the figure above. The 

opportunity factor is described in the previous paragraph and includes the technical attack 

vectors. The next element is the motivation of the attacker. 80 The research by Gutierrez 

shows that the following elements can explain why people hack cars. They hack first of all for 

fun. Another motivation is that an attacker hacks cars for criminal purposes, and to make 

money. The third motivation mentioned is for criminal purposes to kill someone and make it 

look like an accident. 81 The last motivation defined by Gutierrez is that someone wants to 

make a statement. The research by Oosterbaan et al, 82 and Verizon 83 indicate the same 

elements. The organised online criminals are after money, power and knowledge. They have 

the technical capabilities and are willing to invest financially. An additional advantage is that 

the criminal can execute the attack on the connected car without a physical presence. 

The capability of the attacker is the last element in the SABSA framework we look at. An 

attacker must have hacking skills like knowledge and must be able to use the proper tools. 

Perseverance is another element that the attacker must possess. It might take some time to 

solve the security puzzle. An attacker must also be willing to invest financially in the attack. 

These three elements together, form the capability factor. We categorise the attackers based 

on the identified capabilities: skill and knowledge, perseverance, willingness to invest 

financially. 
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The yellow blocks in the figure indicate the Inhibitors, Catalysts and Amplifiers. Sherwood 

describes these factors as depicted in the table below. 

 

Table 1  Sherwood, 2015, Catalysts, Inhibitors and Amplifiers
  84 

The problem with the SABSA model is that when we apply this model on our threat actors, 

we get a distorted picture of the threat landscape because some things are possible but the 

action that is theoretical possible lacks relevance. We add the factor “Relevance / interest in 

car hacking” to the model. When we apply the model the following picture emerges.  

 

Table 2 Threat actor analysis on car hacking using the SABSA model. 

When we plot these figures into a graph it becomes clear that not all hackers pose the same 

threat to the connected car.  The outcome of this analysis, black hat hackers and ethical 

hackers are the persons most likely to hack a connected car, matches the results found in 

literature and the expert interviews. 85 The two most likely threat actors are the ethical hacker 

and the black hat hacker. The third most likely actors are journalists looking for a story. 

                                                           
84

 Sherwood, N., 2015, Table 9-7  
85

 Smulders, A. 2016; Hoop, de A. 2016; Visser, T., 2016 

Type of attacker

Relevance / interest 

in car hacking Knowledge

Financial 

investment perseverance Score

Script kiddie / Disgruntled employee / car user 1 1 0 1 2

Cyber terrorist 0,5 2 2 2 3

Intelligence agency 0,5 2 2 2 3

Recreational hacker 1 1 1 1 3

Hacktivist 1 1 1 2 4

Journalist 2 1 1 1 6

Ethical hacker 2 2 2 2 12

Cyber criminal / Black hat 2 2 2 2 12

High = 2, Medium = 1, Low = 0.  Used formula => relevance * (knowledge + fin invest+ perseverance) = score 
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Fig 18. Threat actor graph on car hacking using the SABSA model. 

The black hat hackers want to earn money by extortion, malware and ransomware attacks. 86 

In order to stop a black hat hacker, we must break the kill chain that results in a negative 

criminal business case. When car manufacturers have a “responsible disclosure” policy the 

ethical hacker, also known as “white hat hacker”, has a procedure to follow. Some 

companies like Tesla 87 and GM 88 have these kind of “responsible disclosure” policies. The 

ethical hacker does not want money, but recognition. In the Netherlands, the NCTV 

published in 2015 a guideline for responsible disclosure policies. 89 We see this on the 

responsible disclosure page of Tesla on hacker fora. 90 When we look at the Tesla page it 

states that “yes, offers bounties” and “yes, offers thanks” notification. The ethical hacker is 

happy with his name on a website “hall of fame”. These two elements are easy to realise and 

will potentially generate new security insights that the automotive industry can use to improve 

the current implementation of the connected car. 

We must not overestimate the power of the attackers, but the general public must also 
understand that there is a risk. In order to inform and make the general public aware of the 
risks, the government must initiate an annual cyber security threat awareness campaign. 
 
The roadmap requirements we derive from this analysis of the Threat actors are: 

T1 The Dutch government must ensure that there is enough chance for the threat actor, or 
non-compliant to legislation automotive business, of being caught and brought to justice 
when a threat actors compromises the security of a connected car. This triggers the 
inhibitor factor “fear of capture”. 

T2 As the previous chapter shows it is fairly easy to gain access to a connected car and 
compromise its security. The ease of access is also an amplifier for threat actors to 
hack a connected car. Improving the technical access barriers by encrypting the 
communication to and from the connected car is one element that will block this 
amplifier. The action for this lies with the network provider and the car manufacturer. 

                                                           
86

 Oosterbaan, W., Lei van der G., 2014 
87

 Anonymous, 2015, Also see Appendix 5 
88

 Gallagher, S., 2016. GM means General Motors. 
89

 NCTV, Nationaal Coördinator Terrorismebestrijding en Veiligheid  “Leidraad Responsible Disclosure” 

https://www.nctv.nl/actueel/nieuws/2015/Responsibledisclosurekansvoordigitalesamenleving.aspx  
90

 https://hackerone.com/teslamotors  

0

2

4

6

8

10

12

Relevance / interest in car
hacking

Knowledge

Financial investment

perseverance

Score

https://www.nctv.nl/actueel/nieuws/2015/Responsibledisclosurekansvoordigitalesamenleving.aspx
https://hackerone.com/teslamotors


Page  30 of 112 

 

T3 Making it harder to break the security measures of the connected car will increase the 
cost of the attacker. An example of this is the implementation of segmentation in the 
connected car system design. This works as an inhibitor that blocks the amplifier “low 
cost of participation”. The action for this lies with the car manufacturer. 

T4 In the communication and information campaign must send the message that 
tampering with a connected car endangers the lives of the people in that car. This will 
influence the public opinion that it is not ok to breach the security of connected cars. 
This will work as an inhibitor that blocks the amplifier “belief in sympathetic public 
opinion”. This communication and information action lies with all actors involved, car 
manufacturers, government, insurance companies, branch organisations, network 
providers. 

T5 Splitting the CAN bus of the car into two separate systems (one for motor management 
and one for other systems like entertainment and navigation) makes it harder for an 
attacker to gain access to the motor management of the car. This triggers the inhibitor 
“high level of technical difficulty”.  

T6 Annual cyber security threat awareness campaign by the government to educate the 
general Dutch public on cyber security issues. 

T7 Each car manufacturers must implement and publish a responsible disclosure policy 

T8 Car manufacturers must start a, preferably European, “hall of fame” for those ethical 
hackers that exposed cyber security vulnerabilities in connected cars and complied to 
the responsible disclosure policy. 

Table 3 Requirements Threat actors 
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3 Actor analysis  
In this chapter we examine the actors in the automotive industry that play a role in the 
construction and security of the connected car. We look in the actions and responsibilities of 
these actors, their interests and how they act on the security challenge of the connected car. 
The actor analysis leads to the design requirements that we need for the construction of the 
multi actor roadmap to improve the security of the connected car.  

3.1 Actor overview  
As presented in the previous chapter the figure below shows the actor overview based on the 

connected car ecosystem. 91 In the previous chapter we discussed the threat actors. In this 

chapter we look at the other actors and indicate their interests in order to understand why 

they act as they do in the case of security of the connected car. We present several actual 

cases to illustrate the normal behavioural including the actions of our actors in the connected 

car case. The indicated actors we discuss in this chapter are: car manufacturers, the 

government, insurance companies, branch organisations, network provider and car users.  

 

Fig 19 Actor overview in the connected car ecosystem 
89

 

3.2.1 Car manufacturers 
We start with an analysis on the risk appetite of the car manufacturers. The most important 

thing for the car manufacturer is profit and business continuity. Security issues are only be 

addressed when it directly threatens the business of the car manufacturers. Important factors 

are car brand reputation, market share and financial figures. Car manufacturers weigh the 

impact of these three business factors in each separate security case. They weigh the 

security investments to prevent breaches and damage on the one hand, and the possible 

effects on car brand, market share and financial on the other hand. Car manufacturers have 

a moderate risk appetite. They do accept some damage and financial loss, but when this 
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exceeds the expected financial impact, they act to safeguard their business. The risk appetite 

of the car manufacturers is an important factor to take into account when you want to trigger 

a change in behaviour of the car manufacturers. The expert interviews confirms our findings. 
92 

The car manufacturers seem to follow the 3D model before they act. The 3D model consists 

of three layers before the actor takes appropriate action: Deny, Delay, Detail. The first layer 

is “Denial”. The actor will deny that there is a case in which he has to act. Arguments that are 

used in this phase are: this is just a single case incident, we have never heard this before, 

the issue at hand is theoretical etc. The second stage of this model is “Delay”. In this phase 

the actor stretches the timelines as far as possible. They do this for several reasons like: 

raising the cost of a possible lawsuit and hoping the issue at hand solves itself in time. The 

actor may also start a lawsuit against the person who pointed out the issue. The third phase 

of the 3D models consists of looking into the “Details” of the case. Can we find a way around 

the issue at hand. This can be done by changing the definitions, the timeframe of the 

incident, the geographical location and the applicable rules & regulations. The actor takes 

appropriate steps after dealing with these three steps in the 3D model. After implementing 

the required measures the actor states that mistakes are made. The incident happened “long 

ago” and it will never happen again.  

In the LandRover case, four of our actors interact in a recognisable pattern. These actors 

are: the car user who unintentionally acts in an understandable but not so smart way. The 

car manufacturer that is reluctant to act. The insurance company that wants to reduce their 

loss. The criminal that takes advantage of the flaw in the system and steals the car. This 

case is about the high end LandRover Evoque that was presented in the media in 2015. 93 

The facts of this case are confirmed by an expert in 2016. 94 In the LandRover case the car 

user must click twice on his key to lock the car and activate the car alarm. In case the user 

only clicks once, the doors shut without activating the car alarm. Most car users were 

unaware of the fact they had to click twice to activate the alarm of the car. Criminals 

discovered this security flaw and started to steal LandRovers on a large scale. In fact, the 

chance a LandRover gets stolen in the Netherlands is 1 in 30, as the normal chance with 

other brands is 1 in 800. 95 In reaction the insurance companies started to demand extra 

security measures to reduce their loss and started to put some pressure on LandRover. 

LandRover reacted and created a patch to overcome this security issue, but did not actively 

push the solution to the car users. The effect is that still today a significant number of 

LandRovers is not patched and the vulnerability still exists. 

In another illustrative case the car user and the car manufacturer interact in another 

recognisable pattern. The justice system and the government are also actors in this case. 

The car user experiences a malfunction in the product and the car manufacturer tries to 

ignore this because the costs to fix this seem too high. In the end the case gets out in the 

media or in court, all kinds of experts look into the case and the car manufacturer still has to 

solve the product malfunction. On top of that the car manufacturer has to pay a fine to the 

authorities and promises it will never happen again. We already discussed the Chrysler 96 
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case. The Chrysler case is worth mentioning because of two reasons. The first reason is that 

hackers showed that the Chrysler could be hacked and that the vulnerability existed in many 

other cars as well. 97The second reason is the way Chrysler patched the security vulnerability 

and informed the car user. When Chrysler was confronted with the security breach, the 

company reacted with a denial of the facts. Confronted with the evidence they released a 

patch on a website and sent a letter to their car users with the request to download the 

software and patch the vulnerability by using a USB stick. Although this might be a financially 

efficient way to inform and patch security vulnerabilities, it seems not a logical way to 

implement security patches. The way the Chrysler patch was communicated, introduces a 

new attack vector for criminals. They can persuade the end user to install the malware / 

ransomware themselves by sending them a letter and an USB stick to “update” the car 

software.  

Another case is the Toyota 98 class action lawsuit. The Toyota case started with a  car user 

who was confronted with a malfunction. This case started in 2005 with a Toyota Camry that 

crashed due to a defect in the electronic throttle control system of the car. The class action 

lawsuit against Toyota started in 2008. In 2010 Toyota recalled approximately 2,3 million 

cars with a gas pedal malfunctioning. Toyota had to pay 16.4 million US dollar to the NHTSA 

in April 2010, because they failed to report the problems with the malfunctioning of the gas 

pedals. The verdict of the class action in the Toyota case came in 2013. The verdict was that 

Toyota was liable for the product malfunction and that the company was reckless and 

therefore had to pay 1.5 million dollar to each of the plaintiffs. Toyota CEO North America, 

Jim Lentz, said that the company learned to be more transparent, act more quick when 

confronted with product issues and not to mislead customers by concealing and making 

deceptive statements. 99 This pattern of behaviour is not unique to Toyota. Looking at recent 

court cases, other car manufacturers seem to react in the same way when confronted with 

product liability issues. Future court cases involving connected cars, will be complicated 

because the safety and security aspects of a malfunction must be taken into account. What 

was the root cause for the malfunction? Was the security of the system enough? Was the car 

properly patched with the latest security patches? Is there a security standard the car 

manufacturer should have implemented? Is it reasonable to hold the car manufacturer liable 

for the damage? It is reasonable to expect new business deriving from this trend. Experts 

and businesses will offer new proposals into the connected car market to fill this void. 

3.2.1.1 Economic factors from car manufacturer perspective  

This paragraph identifies the economic factors from the car manufacturing actor perspective 

that influences the cyber security of connected cars. The economic factors are determined in 

combination with the actors the car manufacturers interact with. These actors are the 

government, insurance companies, branch organisations and car users. 100 

 

The first and most important element is the positive business case of the car manufacturers 

by introducing car security of the car software. The business case in combination with the 

business continuity of the car manufacturer is weighed in order to determine if the investment 

is important enough. Security issues are only be addressed when it directly threatens the 
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business of the car manufacturers. Important factors are car brand reputation, market share 

and financial figures. Car manufacturers weigh the impact of these three business factors in 

each separate security case. They weigh the security investments to prevent breaches and 

damage on the one hand, and the possible effects on car brand, market share and financial 

on the other hand. The Gordon-Loeb model 101 states that the security investments should 

not exceed 37% of the expected loss without security investments. We keep this in mind 

when we define the required actions of the automotive industry to improve the cyber security 

of connected cars. The answers to the defined sub questions form the input for the multi 

actor roadmap. The attention and actions we need to improve the cyber security of the 

connected car will be countered by resistance from the automotive industry. We see this as 

the first phase regarding the “sense of urgency” in the change model by Kotter.  102 Car 

manufacturers have a moderate risk appetite. They do accept some damage and financial 

loss, but when this exceeds the expected financial impact, they act to safeguard their 

business. Security cost money that cannot be spent on new features for customers. Expert 

interviews confirm this finding. 103 The automotive market is a competitive market. For 

example: a regular car has 50 to 70 ECU’s. 104 Each of these ECU nodes can contain 

vulnerabilities that can influence the cyber security of the car systems. Car manufacturers 

are willing to spent one US dollar per critical node on security, with a maximum of 20 US 

dollar per car. 105 That leaves little room for a positive business case on car security. 

The next factor that plays a part, is that car manufacturers tend to look at each other to take 

the first step. The argument is that other car brands also don’t have a high level of car 

security. So why bother and spent money on that? Sometimes one company takes the lead 

to address certain issues. When that is to be profitable, other manufacturers will follow. An 

example of this is Volvo stating that they are liable for all damage with connected cars. The 

CEO of Volvo states “…that Volvo will accept full liability whenever one if its cars is in 

autonomous mode ….” 106  

The next element is lack of knowledge and awareness. Not all car manufacturers believe that 

car hacking is a real risk. Their risk appetite on car security is moderate because there is no 

record of a successful executed connected car hack in a “live” situation. The assumption is 

that our modern day society connected cars are safe and secure. The only known hacks of 

connected cars were executed by ethical hackers and researchers who wanted to show that 

the system was not secure. The interesting question is now: is the risk of connected car 

security underestimated or are the security researchers exaggerating these risks? 

Media attention based on security incidents are also a factor that can triggers changes in car 

security. An example of this, is the first death 107 due to a failing system in a connected car. 

The first death due to a “self-driving” car occurred in 2016. Joshua Brown died using the 

“Autopilot” in his Tesla model S. 108 There are four lines of text that express grief in the official 

Tesla statement and 34 lines of text that should make clear that the accident is not the fault 

                                                           
101

 Gordon, L., Loeb, M., 2002 
102

 Kotter, J. 1996 
103

 Kerkhof, van M., 2016; Zijden, van der, B.; Mason, A., 2016; Hoop, de A., 2016 
104

 Electronic Control Unit, Geraets, M., 2016 
105

 Geraets, M., 2016 
106

 Volvo, 2016a  
107

 The first reported death, due to a crash of a “self-driving car”, is Joshua Brown in 2016 in the USA. 
108

 Tesla, 2016  



Page  35 of 112 

 

of Tesla. Even if that is the case, the wording “autopilot” in the Tesla Model S is giving the 

end user the wrong idea. The Cambridge English dictionary states that an autopilot is “a 

device that keeps aircraft, spacecraft, and ships moving in a particular direction without 

human involvement”. 109 The essence of an “autopilot” is that it functions “without human 

involvement”. A quote from the official Tesla statement regarding the accidental death in 

relation to the autopilot feature: “When drivers activate Autopilot, the acknowledgment box 

explains, among other things, that Autopilot “is an assist feature that requires you to keep 

your hands on the steering wheel at all times," and that "you need to maintain control and 

responsibility for your vehicle” while using it.” It proves that the communication from the car 

manufacturers to the end user can benefit from communication improvements on security 

and safety issues. This communication improvement starts with clear communication in a 

language the end user understands. This is a requirement that we can use in our roadmap. 

Who pays the cost when security fails, is the next factor that plays a role. Security issues 
occur when the actor who should protect the system is not the one paying for the cost if the 
security fails. This is also the case in the cyber security of connected cars. The car 
manufacturer is responsible for the delivery of a cyber secure connected car, but the car user 
is the one who pays when the car security is breached. So why would car manufacturers 
invest heavily on the cyber security of connected cars? This issue can be solved by 
government legislation and penalties from the judges in our justice system. 
Worth mentioning is the first “digital recall” in the world in 2015. The ADAC 110 111 found a 

security vulnerability in all BMW Connected Drive models. All it took was a simple “one time 

preparation” and a few minutes to open these BMW cars without a trace. 2.2 Million cars, 

including BMW, Mini and Rolls Royce are effected of this hack by phone. The ADAC made 

the security breach public after the agreed embargo period with BMW. BMW solved the 

security issue by encrypting the communication of the car.  

The roadmap requirements for the Car manufacturers we derive from this analysis are: 

C1 Design a connected car architecture where the motor management systems are fully 
separated from the other car systems.  

C2 Design at least four security zones into the system design. Example of these security 
zones: Red (the outer shell of the car facing the outside communication), Orange and 
Green (the data of the car user that should be protected). The Blue zone is the 
management interface for firmware updates etc. 

C3 Use system redundancy into the car architecture design. Examples of this can be 
found in the aircraft industry. 

C4 The car manufacturers cooperate with branch organisations, insurance companies and 
government in developing (international) standards on security requirements, 
communication and storage standards. 

C5 Use detection systems to detect anomalies in the internal network of the connected 
car. 

C6 In an autonomous car, the “intelligence” must decide on at least two out of three 
systems that agree that the chosen action is safe for the car user. 

C7 Each connected car should be tested on security issues by the car manufacturer 
before market launch. 

C8 Code review and proper “punishment” of developers that built in “Easter eggs”. 

C9 Change of culture within the development department that Easter eggs in software 
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code are not ok. 

C10 Development and publishing of responsible disclosure agreement to ensure that 
external white hat hackers contribute to the connected car security and are not 
punished. (see Tesla example, appendix 5) 

C11 The Car manufacturer limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC112 

C12 Clear and understandable communication to the end user on terminology, processes, 
security and use of the features the connected car contains. Example: the Tesla 
Autopilot case. 

Table 4 Requirements Car manufacturers 

3.2.2 Government 
Legislation is often the first factor people think of when it comes to the role of the 

government. In the case of automated driving and connected cars the current legislation 

must be updated. The Vienna Convention on Road Traffic 113 states in article 8 that “Every 

moving vehicle …shall have a driver”. Article 13 states that “every driver of a vehicle shall in 

all circumstances have his vehicle under control….” This convention from 1968 114 on which 

the EU road traffic rules are based should be updated to allow autonomous cars. Some 

proposals are submitted to adjust this convention, but these proposals are not yet agreed 

upon. Legislation can be an economic factor as well. Legislation can impose all kinds of 

requirements on manufacturers that cost money to implement in the product. There is no 

legislation in the Netherlands that deals specific with the issue of cyber security of connected 

cars. The legislation that deals with traffic and cars is already in place and deals with the 

rules and regulation of traffic. 115 Other legislation that is relevant to the automotive industry 

is regulated in civil law. 116 The RDW 117 has been given a mandate by the Dutch government 

to assess connected cars before these are allowed on Dutch territory. The RDW has been 

given a mandate to set requirements for connected cars in the Netherlands. 118 The 

introduction of the EU GDPR 119 in the near future will have an impact on the current use of 

car data by the car manufacturers. Due to the heavy fines that can be imposed on the car 

manufacturers when they do not comply with the GDPR, we expect that the introduction of 

the GDPR will have a positive effect on the data protection of car data and its security.  

Not only the Netherlands are struggling with the introduction of proper legislation to address 

the issues of connected – and autonomous driving. The CAVCOE 120 presented a report to 

the Canadian government in which 30 recommendations were given. 121 Two of those 

recommendations are about security. The first recommendation is to develop a national 

cyber security strategy and standard for autonomous cars. 122 The report states that without 

this the first major hack might neutralise a lot of progress for a long time. The second 

recommendation is to proactive analyse and mitigate the potential threat of autonomous cars 
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in the hands of criminals and terrorists. 123 These two pieces of advice also seem relevant for 

the Dutch situation. As the picture below shows, several states within the USA tried to 

introduce legislation that deals with autonomous driving as well. The picture indicates that 

not all legislation proposals on autonomous driving are immediately accepted. Because of 

the fact that one of the major concerns of the consumers and the automotive industry is the 

wish for proper legislation, the proper legislation will eventually emerge and be implemented. 

The Dutch government consulted the automotive branch on autonomous driving in 2014. 124 

Fig 20 USA state legislatures that have considered a bill on autonomous driving as of June 2016 
125

   

The AMvB 126 concerning “autonomous cars” gives the RDW the authority to test and 

authorise new innovative cars on the Dutch public roads. Legislation is necessary to address 

consumer concern, insurance issues, car and road safety. Legislation is also needed to 

protect the car manufacturers. In the current situation the RDW is allowed to waive certain 

requirements and set new requirements for the manufacturers. 127 This is confirmed in the 

RWD expert interview. 128 Part of this new situation, is that the car manufacturers may also 

get a waiver for certain traffic regulations. The text indicates this is about car lights and 

reflectors, but it leaves room for interpretation. The concern about liability is not yet 

addressed by the Dutch government.   
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The Dutch government is also active in public private partnerships like DAVI. 129 The goal of 

DAVI is “to research and demonstrate automated vehicles on the Dutch roads.” 

 

Fig 21 EU projects on automated driving. 
130

 The red arrows projects are finished. The green arrows are current 

projects. 

There are international standards as described above. Those standards include elements 

that address some elements of the cybersecurity of connected cars. The lack of international 

agreed standards on the security of connected cars, makes it difficult for car manufacturers 

to introduce car security. What if you put too much security in the product that makes it too 

expensive compared to the competition? There are several initiatives in the Netherlands that 

try to deal with this issue by creating standards to self-regulate the automotive branch. 131 

Examples are SIMS 132 133 and Connekt. 134 135 The SIMS initiative was stopped in 2016. Mr. 

De Waal of Bovag and Mr. Boutens of RAI stated that, after seven years of cooperation, their 

goal of creating awareness was achieved and that their strategic goals were now different. 

The driving forces of SIMS, Bovag 136 and RAI, both choose their separate ways and now 

continue with their own initiative. This shows again how hard it is to get a broad agreement 

on the standards in the automotive sector. Initiatives like SIMS make progress in defining the 
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agreed standards when all parties agree upon the required outcome. When parties do not 

agree upon the underlying principles and the outcome affects the business case of the 

parties involved, this kind of self-regulation does not work. In those situations the government 

has to step in. Questions that the government has to answer to give guidance to the 

automotive industry are: Is the collected car data owned by the car owner (consumer) or by 

the car manufacturer? Another question is “how long must the car manufacturer support 

security patches for the connected car?” 137 The answer to these two questions have a huge 

business impact on the automotive industry. New initiatives, like the VW and LG cooperation 

on a new connected car platform, try to gain momentum in order to set new standards. 138  

The Australian government published a report by Brown 139 that describes which steps the 
government can take to encourage manufacturers to implement security measures into 
consumer products. The steps in this report are defined based on lessons learned. The steps 
seem to fit also in our case to improve the security of connected cars. The figure below 
indicates that the pressure of the chose government intervention may vary.  

 
Fig 22. “Hierarchy of government interventions to encourage manufacturers to incorporate crime prevention 
measures into consumer products” as described by Brown. 

140
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The roadmap requirements for the Government we derive from this analysis are: 

G1 Appropriate legislation on liability of connected cars & autonomous vehicles, platooning, 
privacy issues, insurance, driving licence, standards and security requirements.  

G2 The government cooperates with branch organisations, insurance companies and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

G3 See T6. Annual cyber security threat awareness campaign by the government to 
educate the general Dutch public and businesses on cyber security issues. 

G4 The government limit the number of employees and third parties that have access to 
the stored data as much as possible. RBAC 

G5 The government must answer fundamental questions with a huge business impact to 
guide the automotive industry. Examples are: Is the collected car data owned by the car 
owner (consumer) or by the car manufacturer? How long must the car manufacturer 
support security patches for the connected car. 141 

Table 5 Requirements Government 

3.2.3 Insurance companies 
Insurance companies can play a big role in the improvement of the security of the connected 

car. At this moment, insurance companies do not demand any form of cyber security of 

connected cars. What complicates the matter is that car insurance companies do not record 

or log cyber security related incidents of connected cars. The insurance companies cannot 

indicate how much cyber security related incidents, linked to connected cars, take place. 142 

Insurance companies act when there are a lot of claims that cost them money. In such cases 

the insurance companies demand additional security measures from the car manufacturers. 

An example of this is the LandRover Evoque case in 2015. A lack of security resulted in a 1 

in 30 chance the LandRover gets stolen. The normal figures for these type of cars is a 1 in 

800 chance. 143 This resulted in additional demands for security from the insurance 

companies. 

Branch organisations and insurance companies are sometimes interwoven. An example of 

this is the ANWB. 144 The ANWB offers special insurance policies to customers with an 

additional discount when they drive safely. The car user must agree to have a monitoring 

device linked to the OBD port of the car. That unit monitors car movements and collects car 

data. Elements that are collected are for example: speed, timestamp, the way the car 

accelerates and brakes. This data is sent to the ANWB for analysis. If the driver drives within 

the ANWB required specifications a discount is given on the costs of the insurance policy. At 

this moment the ANWB sold 1800 of these “monitored driving” insurance policies of which 77 

people were contacted by the ANWB on their driving behaviour. About 50% of these drivers 

changed their way of driving. Those drivers who did not change their behaviour, were 

warned. If they continue their way of driving, they are given the choice to terminate the 

insurance policy within five days. After that the ANWB terminates the policy. Insurance 

companies register users with a terminated policy in the CIS database. 145 Insurance 

companies have access to this database. A registration in the CIS database means that it will 
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become very hard to obtain a new car insurance policy. Research by the Consumentenbond 

in November 2016 showed that the ANWB terminated a few insurance policies due to 

continuous “unsafe” driving. 146 The ANWB is just one vendor of this kind of car insurance 

policies. 147 The Consumentenbond has several concerns on these kind of policies. The first 

concern is the fact that the data that are logged and shared among the insurance companies. 

The boundaries the driver is required to limit himself to, are not explicit and clear. Another 

concern is that the collected data should not be used to add extra fees to certain kind of 

consumer categories. The insurance companies should not use this data to exclude 

consumers from future insurance policies. The car user should have the right to look into the 

collected data and have data corrected or removed upon request. 148 The insurance 

companies should not gather more data than they strictly need for the car insurance service. 

The Consumentenbond notices that many insurance companies gather more data than they 

should. The last concern is who has access to this kind of data. The terms of use are not 

clear on this.  

This kind of behaviour poses a security threat because it gives the attacker an attack vector 

to this kind of data and possibly to enter software of the connected car as well. This can be 

done via the management port. It is possible to breach the security of the management 

update channel that is used to update the firmware of the monitoring device. Another attack 

vector is the communication device, encryption standard and network communication from 

the car to the insurance company. The last attack vector is a breach of the database of the 

insurance company where all the collected data is stored and processed.  

The roadmap requirements for the Insurance companies we derive from this analysis are: 

I1 The insurance companies log all cyber security incidents related to connected cars. 

I2 The insurance companies do a trend analysis on the gathered data and share this with 
government policy makers. 

I3 Insurance companies define and communicate a set of minimum security requirements 
a connected car must have. 

I4 In case insurance companies collect data from connected cars: The insurance 
companies use encryption in communication and storage. 

I5 In case insurance companies collect data from connected cars: The entire chain of 
collected data by the insurance companies are audit proof. 

I6 The insurance companies provide information to its customers on what data is stored, 
how long it is stored and who has access to that data. 

I7 The insurance companies limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC 149. 

I8 The insurance companies cooperate with government, branch organisations and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

I9 The insurance companies store the collected data as long as needed and as short as 
possible. 

Table 6 Requirements Insurance companies 
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3.2.4 Branch organisations 
The branch organisations in this paragraph are active in the Netherlands. Each country has 

its own branch organisations and some branch organisations work in Europe or worldwide. 

Some of these international branch organisations might have the same goals as these Dutch 

branch organisations.  

The ANWB is an organisation with commercial interests that delivers road assistance when 

your car breaks down and also sells additional services and products. The ANWB offers a 

discount on car insurance policies when drivers use the ANWB plugin driving logger that 

monitors the driver behaviour. 150 The ANWB is collecting car data and is also using this data 

for its own policy and profit. We described the details in the paragraph on the insurance 

companies. The use of an insurance dongle in the OBD port generates new security 

vulnerabilities. Security researcher Thuen showed in 2015 that these kind of dongles 

generate a new attack vector for attackers. 151  

Another branch organisation is SIMS. 152 SIMS is a cooperation between the branch 

organisations BOVAG and RAI. A lot of companies and experts joined forces in order to 

generate an agreed standard on mobility data. The goal of SIMS is to define an agreed 

information standard for mobility data. This standard can be used in the automotive industry. 

The SIMS cooperation ended in July 2016. SIMS stated in a press release, via the RAI, that 

the goal of SIMS to address the importance of mobility data is achieved. 153 BOVAG stated in 

a notification to its own members that “the data marriage between BOVAG and RAI is over”. 

BOVAG states that the interests of BOVAG and RAI are too far apart to continue the SIMS 

initiative. The opinion of BOVAG is that it is not possible to unite the interests of retail 

organisations and manufacturers. 154 The same notification states that the opinion of BOVAG 

is that the end user customer should have control over the collected car data. The RAI 

organisation thinks otherwise and is now working with its own Intelligent Transport Systems 

(ITS) platform. SIMS stated in their annual 2015 report that they tried to come up with 

standards in order to self-regulate the automotive branch regarding to this matter. 155 Looking 

at the standards and documentation SIMS has delivered, it strikes that there is little written 

down on the data integrity and security of the gathered car data. 

Another branch initiative is the Amsterdam Group. 156 This strategic alliance has the objective 

to develop Intelligent Transport Systems (ITS) in Europe. Large organisations like CEDR157, 

ASECAP158, POLIS159 and C2C CC 160 participate in the Amsterdam Group initiative. The 

Amsterdam Group addresses the cyber security aspects of the connected car in the “open 

issues” that have to be addressed. They state: “Agree on Security & Privacy framework” is 
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an open issue in which the C2C CC is leading.161 Indications for the lack of security was also 

concluded in an analysis by Connekt of 2014, which stated that “not every car manufacturer 

takes its responsibility regarding the security aspects.” 162 

An European analysis on the Cooperative Intelligent Transport Systems (C-ITS) shows 

several legislation, security and privacy issues but does not come up with an answer to the 

posed issues. 163 Other initiatives to improve the security of the connected car are “E-safety 

Vehicle Intrusion Protected Applications” (EVITA), the Trusted Platform Module (TPM) and 

the Secure Hardware Extensions (SHE). There are other initiatives to define the new cyber 

security standards that can be used in the automotive industry. We mention ISO 26262, 

NIST, SAE J2980, SAE J3061 and the published documentation of the NHTSA. The problem 

with these initiatives is that neither of them is accepted worldwide and neither of them 

describes an adequate cyber security framework that can be used in the connected and 

autonomous car. 

The US Auto ISAC 164 initiative started in 2015. This ISAC addresses the cyber security 

aspects of connected – and autonomous cars. Another American initiative is the Auto 

Alliance. This Auto alliance claims to address the industry wide emerging threat regarding to 

cyber security issues. 165 Both are American initiatives with an American view on security and 

privacy. There are no such initiatives in Europe or Asia. Both American initiatives look closely 

to the hacking events that present new vulnerabilities found. Examples of these hacking 

events are: DEF CON166, Black hat 167 and SAE Battelle Cyber Auto 168. 

The roadmap requirements for the Branch organisations we derive from this analysis are: 

B1 The branch organisation provides information and advice to its members 

B2 The branch organisation uses encryption in communication and storage. 

B3 The branch organisations cooperate with government, insurance companies and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

B4 The branch organisations limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC 

B5 Start an European Auto ISAC to share cyber security knowledge within the (European) 
automotive industry 

B6 Organise an annual hacking challenge for connected and autonomous cars. This 
information can be used to improve the connected car designs.    

Table 7 Requirements Branch organisations 

3.2.5 Network provider 
The network provider is another actor that is part of the connected car eco system. The 

connected car sends its data via a network to the data collector. This network must be 

secure as well in order to obtain security throughout the entire chain. Other aspects that play 
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a role are the constant growth of the data stream to and from the connected car. Networks 

have a limited capacity and the network provider has to ensure that there is enough 

bandwidth to cope with this data growth (capacity & availability).  

Internet access is becoming a commodity. People expect that there is free, or low cost, 

access to the internet everywhere. Initiatives from Google 169, RailTel 170 and IPass 171 fit the 

trend that they aim to connect as much people to the internet as possible. These initiatives 

provide Wi-Fi access at train stations and other public places. Google aims with the Google 

station project to help a “the next billion” internet users with free Wi-Fi to get online. This 

trend to connect more and more users to the internet, has a direct effect on the development 

of the connected car. In a few years people expect that their car is connected to the internet 

and that a variety of services is available in the car. Network providers will have to expand 

their network capacity in order to provide access and content to the end user. The capacity 

and availability problem lies in the radio access domain and not in the fixed network domain. 

The radio domain has a limited capacity and new innovations and international agreed 

standards are needed to optimise the use of this radio domain. A short overview of the 

wireless access network options delivers the following picture: 2G, 3G, 4G and soon 5G will 

become available. Other wireless options are: Bluetooth 172 and Wi-Fi 173. These forms of 

access have different quality aspects considering range, functionality, security and cost. The 

respondents in the survey indicated that they expect that the wireless connection is the most 

vulnerable and can be used to hack into a connected car. 174 The facts presented in the 

media seems to prove them right. The Mitsubishi Outlander plug in hybrid (PHEV) was 

hacked in June 2016. The point of entry was Wi-Fi 175. 

To summarise the differences between these options: Bluetooth has a short range and 

limited bandwidth. Wi-Fi has a medium range of about 30 meters and a bigger bandwidth. 

Downside is that Wi-Fi uses more energy. 4G 176 and 5G has a large range and a big 

bandwidth.  

 Range Bandwidth Energy 
consumption 

Possible 
Security 

Bluetooth Short Small Small Low 

Wi-Fi Medium Medium Medium Medium 

4G / 5G Large Large Medium High 

     
Table 8. Overview of the different communication options based on the current standards. 

Network providers and vendors of network equipment are planning the new 5G standards to 

deal with the expected communication demands to and from connected cars. The picture 

below indicates the possible traffic flows the new standard has support. The new standards 
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are necessary to cope with the expected increase in data traffic due to an increase of vehicle 

density, demanded quality of service and the increased data traffic to and from the 

connected car. The picture shows that new data flows between connected cars (V2V) and 

from the car to the infrastructure (V2I) emerge. 

Network providers are cooperating with vendors of network equipment to define these new 

standards to ensure the continuous availability of the network The new communication 

standards that are currently under revision are 3GPP 36.885 177 and Wi-Fi, IEEE 802.11X.  

 

Fig 23. 5G based V2X communication flows  
178 

Car manufacturers like Audi and Toyota are testing LTE V2X 179 with companies like Huawei 

and Deutsche Telecom on the A9 highway in Germany. 180 These tests focus on user friendly 

features and performance issues and not on the security aspects of this new technology. The 

roadmap requirements for the Dutch Network providers we derive from this analysis are: 

N1 The network provider provides access to the network (access) and ensures that the 
latest security patches for vulnerabilities are implemented. 

N2 The network provider delivers enough bandwidth on the access network for the 
required data stream (capacity & availability) 

N3 The network provider uses encryption in communication and storage. (confidentiality) 

N4 The network provider uses agreed communication standards in order to ensure that the 
message is received by the data collector as required (ensure integrity of the message) 

N5 The network provider provides a handover to another network of another country when 
the connected car leaves Dutch territory and drives into another country. 

N6 The network provider informs its customers on the terms and conditions of the provided 
service within the boundaries of the law. 

N7 Create, test and innovate new standards to standardise the network data traffic like on 
LTE V2X and ITS-G5 (802.11p)  

N8 The network provider limit the number of employees and third parties that have access 
to the stored data as much as possible. RBAC 

Table 9 Requirements Network providers 
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3.2.6 Car user  
The Dutch CBS indicated in May 2016, that there are about 8 million consumer used cars in 
the Netherlands. 7 Million of these cars are in possession of consumers. That is 477 cars per 
1000 inhabitants. 181 The CBS figures of December 2015 indicate that about 71,5% of the 
Dutch households possess at least one consumer used car. 182 From that perspective it 
makes sense to look into the cyber security awareness of the general public. In the first part 
of this paragraph we discuss the threat awareness of the general public in the Netherlands. 
In the second part of the paragraph we look at the consumer concerns in relation to the 
connected car. TNS research of September 2016 shows that the general public are not 
concerned about cyber security. 183 This fact is consistent over the past few years. The 
research commissioned by the Dutch ministry of General Affairs and NCTV in 2012 depicted 
the same outcome. 184 The figure below shows that the threat awareness on cyber security of 
the general public in the Netherlands is low. The Dutch government organises an annual 
“Alert Online” campaign in order to raise the cyber security awareness of the general public. 
185  

 
Fig 24 TNS 2016, p21. General concern about cyber security 

186 
 
As the figure below shows, the general Dutch public estimates the chance of being a victim 
of cyber security attacks, like malware or ransomware, as “very low”. The figure also shows 
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that the actual victimisation on malware is significant. About 40% of the respondents has 
experienced some form of malware victimisation. 
 
When we look at the chapter about the technical attack vectors and take the attitude of the 
car manufacturers into consideration, we see that they teach the car user that it is “ok” to 
update the car software / firmware via an USB stick. 187 This introduces an easy way for 
attackers to spread malware and ransomware into the connected car. It is also the opposite 
advice of the government in the Alert Online campaign. 188 Looking at the malware & 
ransomware threat we see the following picture.  
 

 
 
Fig 25 Overview of “Estimated chance of being a victim – (very) low” and actual victimisation. 

189
 

 
Looking at these facts, we can conclude that people estimate the chance of being a victim is 
very low and that in reality this chance is higher. When we combine this with the fact that car 
manufacturers ”teach” customers that it is ok to put an USB stick in the car to update or 
patch the software, it seems a matter of time before we will see “live” connected car 
malware. Car manufacturers should make an uniform policy to patch the connected car 
software in a quick and secure way. The car users should be aware and informed not patch 
his own car via an uncontrolled USB device. These two requirements are input for the 
roadmap. 

3.2.6.1 Car users concerns 

Prior research by the ANWB in the Netherlands in 2015 190 shows that consumers have 

several concerns on the use of connected cars. This research indicated that there were 

privacy concerns related to the commercial use of the collected car data (88%). A second 

indicated concern was related to the possibility that the car software could be hacked (84%). 

The absence of protective legislation was the third concern people indicated (94%). The 

respondents in this research had a low security awareness related to the connected car. 

About 44% of the respondents did know that a connected car is able to send and receive 

data, but only 24% were aware that there might be security risks involved. 

In essence consumers want to be physical safe in a connected car. Consumer trust is at 

stake when system security can be compromised and threaten the physical safety of the car 

user. Consumer trust is the key element in the development and introduction of connected 
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cars. A quote from Blobel & Spath fits nicely “Trust begins where certainty ends” 191 

Consumers don’t have any certainty on the security of connected cars. Consumers cannot 

check the security of a connected car. They have to rely on what the car manufacturers tell 

them. Consumers have to trust that the security of the connected car is fine and works as 

designed. Trust seems to be the key word.  

Customers do not ask for cyber security of connected cars. This is seen as an argument that 

explains why there is little attention on car security by the car manufacturers. Car security is 

not a unique selling point of cars and the customer cannot check the level of security of the 

connected car. The available information is asymmetric. That means that some actors have 

more knowledge and insight than other actors. That leads to market disturbance. The 

customer lock-in plays also an important role. Manufacturers want a certain customer lock-in. 

This lock-in can be based on the technical aspects of a solution, service based or be based 

on loyalty programs. When the customer wants to stay with you, or the cost of leaving you is 

too high, the manufacturer can maximise its profit. This is also the case with connected cars. 

Each car brand has its own system that is not compatible with other car brands. 

The survey outcome indicates that security awareness and informing the customer in an 

understandable way are important factors. 192 As Downs showed with his “issue attention 

cycle”, it seems hard to get and maintain the attention of the consumer regarding a topic. 193 

Just like the fact that “the hacker” does not exist, “the customer” or “the car user” does also 

not exist. In order to be able to inform the car user (customer) we must understand in what 

way we can reach the car user. The Mentality model of Motivaction can be of assistance 

here. This model consists of eight clusters of people in the Dutch society grouped according 

to their life situation. The clustering is based on the shared values of these people on factors 

like work, politics, ambition, leisure and consumption patterns. Each group will act different 

based on these values. Motivaction states that their research shows that these eight clusters 

form a stable, consistent social environment. In order to reach each cluster, the 

communication and information must be addressed in a specific way. The way the 

communication is shaped determines if the information will reach the targeted people. 
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Fig 26 Mentality model shows the 8 social environment milieus in the Netherlands 2016 194 

The model above shows eight clusters. The first cluster shows the “Traditionals” (13% of the 

Dutch population). The second cluster is the “Modern mainstream” (22%). The “Convenience 

oriented” people are the third cluster (10%). The “Social climbers” (15%) are indicated in red 

the figure above. The “Post materialists” (9%) are the fifth cluster of people. The cluster on 

the right side of the picture show the “Post-modern hedonists” (10%). In the left hand corner 

the seventh cluster is depicted with the “New conservatives” (8%). The last category are the 

“Cosmopolitans” (13%). There is a role for the government, car manufacturers and branch 

organisations in initiating an annual event, like the current Alert Online event,195 in which the 

security aspects of our new connected society is be discussed. The current Alert Online 

campaign is too narrow focussed and does not reach all people in society. As the Mentality 

model above shows, each group must be addressed separately in their own language within 

their own communication channels. The current uniform communication does not reach each 

specific group as depicted by the Mentality model. 196The automotive industry can and should 

play a role in informing the car users in our society how to behave regarding the security 

aspects of the connected car. This is a requirement for the roadmap. 

Because the users are not an structured entity that can participate and deliver content into 
the security discussion, we address these requirements to other identified actors.  
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The roadmap requirements for the car Users / consumers we derive from this analysis are: 

U1 Ask questions about car security to your connected car dealer. 
Example: Can you show to me how cyber secure this car is compared to other 
connected car brands? How do I obtain security patches for my connected car? How 
long do I get security patches and firmware updates for my connected car? Action by 
branch org, government, car manufacturer 

U2 Ask branch organisations to investigate, compare and publish the results of cyber 
security penetration tests on different types of connected cars. 

U3 Ask questions about car security to your representative in parliament. 
Example: What kind of protective legislation (e.g. liability and security) is there in place 
that protects me in my connected car? What does the government do to ensure that my 
connected car is and stays secure? What security requirements did the government 
impose on the car manufacturers to ensure that the connected car is cyber secure? 
Action of government to provide adequate answers and actions. 

U4 Ask questions about car security to your insurance company 
Example: how many times is this type of car stolen or had security breaches? Can you 
publish the annual statistics on connected car brands on how many security hacks / 
breaches there were? Action of insurance companies to provide adequate answers and 
actions. 

U5 Ask your insurance company to deliver what information / collected data is logged and 
stored about the user behaviour when using the car.   

U6 Car manufacturers should make an uniform policy to patch the connected car software 
in a quick and secure way.  

U7 The car users should be aware and informed not patch his own car via an uncontrolled 
USB device. Action by car manufacturers, government and branch organisations. 

U8 Inform each of the 8 Mentality groups in an annual event about their expected 
behaviour regarding cyber security aspects of the connected car. Each group must be 
addressed separately in their own language within their own communication channels. 
Action by government, car manufacturers and branch organisations. 

Table 10 Requirements Users 

Summary and short conclusions 

Based on literature and interviews, several factors are identified that influence the automotive 

actors on the topic of the cyber security of consumer used connected cars. The combination 

and the weight of these factors might vary for each actor.  

The most important factor is the business case. Other identified factors include the fact that 

insurance companies and customers don’t ask for security, they assume security is there. 

The fact that other car manufacturers don’t have an improved level of security as well, seems 

a reason for some actors not to act because it affects their business case. The fact that there 

is no legislation and are no agreed standards, does not help to improve the car security. Lack 

of knowledge, awareness and media attention are the last factors that play a role in the 

economic considerations of the automotive actors that impact car security. 
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4 Multi actor roadmap  to improve connected car security 
In order to improve the security of connected cars we have to find common ground. The 

common ground on which the actors agree,197 is the introduction of the autonomous car to be 

used by regular consumers in our society. In order to introduce the autonomous car 

consumers must have faith that the autonomous car is safe and cyber secure. In order to 

maintain consumer trust, consumer concerns must be addressed by the automotive industry.  

Based on the gathered requirements we constructed a roadmap which shows which actor 

can initiate which actions in order to make connected cars more cyber secure. The car 

manufacturers should take the first step in this,198 because they control the entire production 

chain of a connected car. Not all identified requirements lead up to defined projects in our 

roadmap. We can demand for example, that each sensor must have its own wiring to the 

main computer, but that is just not feasible. The weight of the cables would add about 100 

kilo to the overall weight of the car. 199 The CAN bus was invented to solve this problem. That 

extra weight has a negative effect on the fuel consumption of the car, tax and environmental 

effects. Some requirements are known to be too expensive and have too much negative side 

effects to implement. The roadmaps in this chapter are based on our ICT experience and the 

detailed planning might vary from organisation to organisation. The timelines might vary due 

to the ICT complexity, business case, law & regulations, prioritisation by management, 

organisation culture, knowledge of the people that have to execute the project and the 

willingness to cooperate within the organisation.  

 
Fig 27. Multi actor diagram indicating the actors, their roadmaps in relation to the improved security of the 
consumer used connected cars 

 
The diagram above shows the actors in the automotive industry. Each actor has its own 
roadmap. As depicted, each actor has interdependencies with other actors. It is possible that 
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actors cooperate in their effort to execute the roadmaps in order to improve the security of 
the connected car.   

4.1 Car manufacturers 
The roadmap for the car manufacturers contains “quick wins” that are easy to implement. 

The fundamental security adjustments are also indicated. It will take longer to solve these.  

 

A quick win is the implementation of a responsible disclosure policy and the necessary follow 

up on the ethical hacker issues that are called in. The roll out of a uniform software patching 

and update policy might take longer due to the complexity in the production chain and the 

organisational implications. The architectural changes within the connected car will take time 

due to the changes in production chain and the agreements and contracts that have to be 

negotiated with the suppliers. Cyber security testing of connected cars is new to the car 

manufacturers. Implementing a good testing procedure with the right people  takes time. All 

activities have to be evaluated. The product or process has to be adjusted based on the 

evaluation outcome. This is a continuous process. 
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4.2 Government 
The government roadmap shows several actions the government take to improve the 

security of the connected car. Besides the obvious legislation, the government should 

answer fundamental questions to set clear boundaries for the automotive branch. The model 

by Brown 200 can be used to “motivate” the automotive industry in an effective way. 

 

Country specific legislation is needed to protect the car user as well as the car manufacturer. 

For the Dutch situation, legislation is needed that fits within the EU legal framework. This is a 

necessary, but slow and time consuming process. It is important that the government 

answers the fundamental questions (eg. car data ownership & how long should the 

connected car software be patched and updated) to give the automotive industry the 

boundaries needed to proceed to improve the security of the connected car. A continuous 

process that can be initiated by the government, in cooperation with the automotive industry, 

insurance companies and branch organisations, is informing the general public on cyber 

security issues of the connected car. Another roadmap item is to catch and prosecute 

hackers and those actors within the automotive industry that do not comply to the 

implemented legislation.  
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4.3 Insurance companies 
The roadmap for the insurance companies shows the actions the insurance companies can 

take to improve the cyber security of the connected car. 

 

The car insurance companies should start to log and document in a structured way, all cyber 

related security issues of connected cars. This generates the needed historical data that can 

be used for trend analysis. This data can also be used to weigh the cyber security risks of the 

connected car. Based on this data the insurance companies can demand additional security 

requirements for certain brands of connected cars.  

4.4 Branch organisations 
The roadmap for the branch organisations shows the steps they can take to improve the 

security of the connected car. 

 

Branch organisations should inform their customers on the cyber security issues of the 

connected car. They can also initiate an annual car hacking challenge. The automotive 

industry can benefit from the outcome of the results. An important activity of the branch 

organisation is to initiate and erect an European auto ISAC to share security information. 
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4.5 Network provider 
The network providers are a prerequisite for a successful implementation of the autonomous 

car. The roadmap for the network provider shows the necessary steps to take in order to fulfil 

the expected timeline of the automotive branch. The network provider should incorporate the 

necessary security requirements into their network solution. That means that encryption must 

be used and that the new technical developments for V2X communication incorporates the 

latest security insights.  

 

4.6 Car users 
The car user / consumer is not an organised entity. That means that the requirements for the 
multi actor roadmap concerning the car users, are addressed to the other actors in the 
automotive industry.  
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5 Reflection 
This chapter consists of two paragraphs. In the first paragraph we look back at the research. 

In this paragraph we also discuss the issues of reliability and validity of this research. In the 

second paragraph we look with a helicopter view at the “bigger picture” in which this research 

fits. We indicate trends and predict possible misuse and abuse cases.  

5.1 Looking back 
During this research some interesting situations occurred. The first thing we noticed is that 

after the interview was finished, the interviewed persons asked if it was possible to obtain the 

survey questionnaire. The reason behind this question, was the fact that the survey 

contained a handy format for internal discussions in the organisation. A second observation 

is the fact that the automotive industry is divided into groups that do not cooperate that well. 

The separation of the parties that consisted of SIMS are an example of this. The 

communication and the message in the media is not the communication you hear when you 

talk to people. People in the automotive industry do want to work together to solve issues 

concerning mutual agreed standards and are open minded about security improvements. 

The problem is that a lot of actors do not know where to start. They disagree on the 

underlying principles like “who owns the collected car data” and are not able to solve this 

puzzle among themselves. This study can be of help in breaking the current deadlocks that 

exist in improving the cyber security of connected cars.  

There are also some concerns that have to be addressed in this research. The first concern 

involves the credibility of the gathered data. The credibility of the research outcome is solved 

by checking the outcome of the findings in three different ways. The first step is to match the 

findings on existing literature. The second step is to verify the outcome with interview data. 

We interviewed 13 different actors within the Dutch automotive industry. This wide variety of 

interviews ensured different viewpoints on the research topic. The problem with this is that it 

might be possible that we did not discover the relevant actors and thus did not gather all the 

different relevant viewpoints on the subject of cyber security of contacted cars. On the other 

hand, how many interviews is enough to obtain all the different viewpoints? Our criterion of 

“enough interviews have been conducted” was the fact that people started to repeat each 

other and started to refer to each other. The third step is to match the outcome of the 

interviews with the outcome of the survey. Because we started with the available literature 

and in a next step checked these results in expert interviews and the survey, the credibility 

issue seems to be addressed.  

The next concern is to generate enough survey input to get a reliable survey result. Our goal 
was to obtain at least 50 completed surveys of 50 individual respondents. We need this to 
generate an outcome that is significant enough to draw conclusions based on the gathered 
data. The first part of the survey had 90 respondents, the second survey part had 86 
respondents and the third part of the survey had 84 respondents. Overall, 84 individual 
respondents filled out and submitted the full survey. This is enough to use the gathered 
survey data. 
 
A third concern is the transferability of the findings into a broader perspective. Can we 

generalise the Dutch findings into an European or worldwide perspective? Because the 

Dutch automotive industry has almost no car factories on its soil, we used the input of the car 

manufacturers that sell cars on the Dutch market. We consulted these worldwide operating 
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car manufacturers and the outcome of the interview and survey findings is in line with the 

literature findings, we think the outcome can be generalised into a broader perspective.    

Although the survey was anonymous, almost all respondents were under the impression that 

the researcher could see what their personal response on the survey was. This might have 

triggered some “social acceptable” behaviour responses. The outcome of the survey seems 

to be reliable because of the large number of respondents and the fact that the items are in 

line with the outcome of the interviews and literature. 

The survey was initially tested in the TNO interview. Based on this, the survey was reduced 

to 30 questions. The effect was that some questions were dropped and altered. The items 

that are dropped are indicated in the future research paragraph. Before the survey was 

published on the internet, the survey was fine-tuned based on peer review input. After 

publication the survey was not altered because this causes unwanted effects in the survey 

results. 

The presented roadmap requirements are based on literature, interviews and the survey. The 

validation of the roadmap requirements is challenging because the roadmap timelines and 

the requirements might vary in each organisation. The presented roadmap timelines might 

vary due to the ICT complexity, business case, law & regulations, prioritisation by 

management, organisation culture, knowledge of the people that have to execute the project 

and the willingness to cooperate within the organisation. 

Respondent 
percentage 

Survey 
question 

Description 

67 1.3 Car manufacturers should improve car security. 

46 1.4 Car manufacturers should take the lead to improve car security. 

44 1.6 The government should set the standards for cyber security testing of 
connected cars. 

98 1.5 Connected cars should be tested on the cyber security status…. 

42 2.1         including vulnerabilities by an independent organisation….. 

78 2.2         and the car manufacturers must pay for these tests. 

93 1.7 The security test results should be made public…… 

73 1.8        after a waiting period….. 

42 1.10        on a website of an independent organisation. 

55 3.3 The car user has a right to know all cyber security issues of the 
connected car. 

72 2.4 Wireless is the most likely attack vector on a connected car. 

83 2.10 Encryption of the CAN bus data contributes to the security of the 
connected car. 

47 3.4 The car manufacturers must support security patches for the 
connected car as long as there is any connected car left on the road 
of that brand. 

82 3.6 The respondents expect security issues with the introduction of the 
mandatory E call (Emergency call) in connected cars. 

88 3.7 The respondents expect security issues with the introduction of the 
optional B call (Break down call) in connected cars. 

83 3.8 The respondents expect security issues with the introduction of the 
optional S call (Service call) in connected cars. 

54 3.9 The car user must be able to switch the optional B call (Break down 
call) and S call (Service call) on or off whenever he/she wants. 

Table 11 Summary of the survey results 
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The summary results of the survey are depicted in the table above. Many respondents agree 

on matters like security testing, publication of test results etc. The respondents are clear in 

their judgement on these matters. What is interesting, is that when we ask these respondents 

detailed information on how to solve these issues, no clear answer is given and the answers 

vary. That is also the reason why not all survey results are depicted in this table. The 

answers on the detailed solutions vary too much. For detailed survey information see 

appendix 2. 

5.2 Looking forward 
In this second paragraph of this chapter, we look forward into the future. We look with a 

helicopter view at the “bigger picture” and extrapolate our findings into possible future events. 

We indicate trends and predict possible misuse and abuse cases. 

5.2.1 Car manufacturers 

Car manufacturers have the key to improve the security of connected cars. As discussed the 

car manufacturers are a bit reluctant to take action, because of economic factors. Literature, 

interviews and the survey seem to confirm this. The trend within the automotive industry is 

that the connected car will become reality and that the autonomous car is blinking its 

headlights on the horizon. The automotive industry should realise that the only way they can 

execute the ambitious autonomous car program is, when the end users have faith in the 

solutions the car manufacturers present. When the end users don’t trust the connected car, 

the autonomous car will never appear on the road. It is in the best interest of the automotive 

industry to address the consumer concerns in order to be able to take the next step towards 

the autonomous car. The outcome of the survey indicates that the car manufacturers should 

take the first step to improve the cyber security of the connected car. 

So what are the possible misuse cases we can expect the upcoming years? Well, the trend 

is to automate the connected car into the autonomous car. The current model of people 

driving a car themselves will slowly disappear. The first prediction we feel confident to make, 

is that connected cars can and will be hacked. When we look at the ICT sector that is 

struggling for decades to protect its ICT systems, we can conclude that protection alone is 

not enough. Protection, detection, redundancy and a defence in depth response is necessary 

to obtain some form of security. The end user expects a safe and secure car. The automotive 

industry must find a way to break the criminal business case. This means a redesign of the 

current ICT architecture of the connected car. That also means that the current first 

generation of connected cars is not cyber secure and probably never will be. 

The second outlook we can predict is that new forms of criminal cases will appear that 

perfectly fit the new technological possibilities of the connected car. A criminal case we can 

think of is for example the introduction of ransomware for the autonomous cars. You can pay 

a small fee if you want to use your car. Or criminals might use ransomware to lock cars of a 

certain brand. The next step is to persuade the car manufacturer to pay and release their 

cars. Insurance fraud and root cause analysis in law suits will generate new jobs. We can 

think of forensic ICT experts that are specialised in analysing car software. These experts will 

play an important role in law suits, determining the root cause of car crashes. Forensic 

experts will investigate the car crash to see if the crash was an accident, insurance fraud, 

design flaw or an homicide executed by hacking the car. Was the car software patched 

timely and properly or is the car manufacturer liable for the damage?  
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The third prediction is that the automotive industry will fight a fierce battle via the media, 

lobbyists and other means, to limit the number of years the car manufacturers have to supply 

firmware and security updates of connected cars. The government should set the boundaries 

for the automotive branch by answering fundamental questions like: How many years should 

the car manufacturers support and update the car firmware? Who owns the collected car 

data?  

There will be ethical discussions on the autonomous car decision model. People expect to be 

safe and secure in their car, but what if the autonomous car decision model decides that the 

proper action is to crash the car containing one person in order to save the lives of the five 

people in front of the car?  

5.2.2 Government 

The Dutch government can play a significant role in improving the security of the connected 

car. The Dutch RDW is capable to test and set requirements that connected cars must apply 

to. These requirements can be captured in standards and legislation. The second action the 

government can take is to create legislation to protect the end user, but also the car 

manufacturer. This legislation must fit within the EU regulation boundaries. The government 

can also facilitate the creation of car security standards, the automotive industry can use. 

The government should answer fundamental questions the automotive industry is unable to 

answer due to their business model. Is the collected car data owned by the car owner 

(consumer) or by the car manufacturer? A second question the government has to answer is, 

how long must the car manufacturer support security patches for the connected car. 201 The 

answer to these two questions have a huge business impact on the automotive industry.  

An example of the inability to act timely and properly on car security aspects, this is the 

European roadmap to introduce the connected and the autonomous car. An international 

accepted connected car security framework does not exist and the participants are struggling 

who should take the lead. The self-regulation by the automotive industry can only work when 

the government is answering the fundamental questions and sets the boundaries for the 

automotive industry. 

In our Dutch society the checks and balances of our political system seems sound. In 

political environments with a different balance the government might take a different 

approach that might lead to, from our point of view, unwanted privacy and security 

scenario’s. An example of such a case could be the adaption of the connected car firmware 

in such a way that the government can track the movements of its citizens. Or the 

introduction of specific car software for citizens that live in a specific geographical area. 

Another scenario might be that the government locks your car when you do not pay your tax. 

These scenario’s might seems strange to us, but a similar scenario on computer software is 

already used in some countries. 202  

The government must implement car security legislation including heavy fines to those 

parties that do not comply. An example of this model is the data breach legislation 203 in the 

Netherlands. Companies took it seriously when non-compliance was penalised with heavy 

fines.  

                                                           
201 See survey question 3.4 
202 Reuters, 2015  
203 Laube, S. et al, 2015 
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Another action the government can perform is the pursuit of criminals hacking into the 

connected car. This should be prosecuted to prevent an atmosphere within society that it is 

allowed to hack connected cars. The criminal business case of car hacking must be studied 

and broken in order to safeguard the future of the autonomous car. 

5.2.3 Insurance companies 

The car insurance companies are not yet up to speed when it comes to anticipating on the 

introduction of the autonomous car. They do not log security related car incidents and they 

do not, visibly, develop new business models. Insurance and branch organisations are 

currently double hearted in the security and privacy discussion. On the one hand they stress 

the need for security and privacy. They try to protect the privacy of their clients by handing 

out ID covers etc. On the other hand the insurance companies introduce the insurance 

dongle to profile the road behaviour of the car user. This is a security and a privacy risk for 

the end user of the car. When the autonomous car is introduced and accepted by society, the 

insurance policies have to change. There will be significant less damage claims caused by 

driver related accidents. A significant number of insurance claims will be dealt with by the car 

manufacturers of autonomous cars. The regular car insurance prices will drop.  

Questions that have to be answered are: What software is used in the car, how and when is 

this software patched? Is there, for example, a foreign vendor from the USA with open 

source - or proprietary software? What is the life expectancy of the hardware and the 

software that is used? Where and how is the collected data stored? How is the data 

protected during the collection phase and the storage phase. Does the organisation use 

RBAC? How long is the data stored? Can the car user request the removal of the data? Is 

the collected data transferred to the new insurance company when I switch my insurance 

policy to another insurance company? What are the metrics on which my insurance “profile” 

is built? In theory it is possible to issue a speeding ticket on the collected data: You know the 

road (GPS location record), you have the distance, you have a time stamp and you know the 

speed of the car. Government and insurance companies can work together in this and both 

benefit. The current car data sharing system is voluntary based. The system can be made 

mandatory by a future government. With the introduction of new technologies like this a lot of 

promises are made that are later revoked. How can we prevent the slippery slope of broken 

promises on data collection, profiling, data sharing and government misuse? 

5.2.4 Branch organisations 

When we look at the branch organisations we see a shattered picture. They struggle with the 

privacy and security question in relation to the connected car. It is due to their organisation, 

business model and the wish to generate profit. Other initiatives like SIMS and Connekt 

seem to work fine and we see that these kind of initiatives deliver usable standards. Progress 

is made to the agreed standards when parties agree upon the required outcome. When 

parties do not agree upon the underlying principles and the outcome affects the business 

case of the parties involved, this kind of self-regulation does not work. The termination of the 

SIMS initiative in 2016 is an example of that. The SIMS initiative ended because of the fact 

that the parties involved did not agree on the fundamental view of data ownership. In those 

situations the government has to step in. As indicated in the paragraph above, the 

government should take decisive actions and dictate the boundaries the automotive industry 

has to follow. The government has to answer fundamental questions in order to give 

guidance to the automotive industry to be able to further self-regulate.  
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European and world wide initiatives seem to focus on the introduction of the connected and 

autonomous car. It is unfortunate to conclude that the car data collection and the car ICT 

security are not in this picture. That means that we, as a society, have to repair the car 

security omission in the future at a much higher cost. A start would be to erect an, European, 

auto ISAC where automotive parties can share their security information in order to improve 

the current car designs. 

5.2.5 Network provider 

The automotive branch focuses on the introduction of new features for the end user in the 

connected car. The availability of the network is a precondition for a smooth operation of 

these features. The network providers and vendors of hard- and software are working hard to 

keep up with this increasing demand for speed, bandwidth, reliability and availability. The 

roadmaps of these vendors stretch into 2022 and beyond. We mention these roadmaps in 

our presentation, but due to confidentiality matters we cannot mention them in this research. 

5.2.6 Car users 

The car users are often a “forgotten group” in car hacking literature. Research tend to focus 

on the technical aspects or on the profiling features of the attacker. Literature shows that the 

car user has little security awareness. The car user feels safe and secure in his car. When 

the car user subject is discussed, the advice is often to “do an awareness campaign” and 

we’re done. We think it’s more complicated than that. Each user group must be specifically 

addressed in order to reach them. We think that a general awareness campaign will have 

little effect. We put the view and interests of the car user into the roadmap of the automotive 

actors.  

The essence is that car users want and expect to be physical safe in a connected car. 

Consumer trust is at stake when system security can be compromised and threaten the 

physical safety of the car user. Consumer trust is the key element in the development and 

introduction of autonomous cars. Consumers are not aware that their connected car contains 

fundamental security flaws that might endanger their physical safety. The automotive 

industry should take this element seriously and act accordingly. 
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6 Conclusion  

6.1 Conclusion  
In order to improve the cyber security of connected cars we have to find common ground. 

The common ground on which the actors agree, is the introduction of the autonomous car to 

be used by regular consumers in our society. In order to introduce the autonomous car 

consumers must have faith that the autonomous car is safe and cyber secure. In order to 

maintain consumer trust, consumer concerns about safety, liability and security & privacy, 

must be addressed by the automotive industry.  

In order to improve the cyber security of the connected car we constructed a multi actor 
roadmap. We derived the requirements for this roadmap from the defined sub questions. 
  
In the first question was about the technical possibilities to hack and break the security of the 
connected car. We showed that there are a lot of possible technical attack vectors in which 
the security of a connected car can be breached. These attack vectors can be clustered into 
four main categories, direct physical, indirect physical, wireless and sensors. 
The second question was about defining and categorising the possible attackers of a 
connected car and their motives to hack cars. This gave us insight into the criminal 
motivation and understanding the criminal business case that has to be broken in order to 
make connected cars more secure.  
In the next step, in which we answered the third question, we identified the, economic, 
factors and incentives of the actors in the automotive industry when they are confronted with 
security issues of connected cars. This gave us the next set of requirements and building 
blocks to construct the multi actor roadmap to improve car security. 
Although the gathered elements are reusable in any country of the world, we constructed a 
roadmap for the Netherlands in order to show that this approach works. Countries around the 
world struggle to implement adequate legislation that deals with the issues of the connected - 
and autonomous car.   
 
There are several studies on the technical aspects of the security of connected cars. This 
study combines the existing research on the technical security aspects of connected cars 
with the actor and behaviour aspects in the automotive industry. We added a new factor into 
the SABSA framework. We added the factor “relevance”. By doing this we solved the issue in 
the SABSA framework that results in a distorted picture of the possible attackers. The 
relevance factor solves the issue that some things are theoretical possible, but lacks 
relevance in real life. The requirements that can stop attackers from hacking connected cars 
are put into the roadmap.  
Because of our approach to see a connected car as a computer on wheels, we were able to 
see, identify and combine the technical vulnerabilities, inhibitor factors of the attackers and 
the economic incentives of the actors in the automotive industry. Current literature only looks 
at the technical vulnerabilities, or presents an analysis of the attackers. This research 
combines both elements and adds an extra layer of economic factors. We examined the 
economic incentives underneath the visible actions of the actors in the automotive industry. 
From these elements we could determine the requirements that we used in the overall 
roadmap which shows which actor can initiate which actions in what timeframe. 
 
The last element we added is the end user factor. The end user is in our point of view an 
important factor that should be incorporated and involved in the discussion about connected 
car security. We added relevant requirements into the roadmap in order to make sure the 
end user is involved.   
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When we look beyond our research, we see that five important elements must be solved in 
order to generate a more cyber secure car. The first element is that the government must 
answer the question of car data ownership and the question on how long cars must be 
patched by the car manufacturers. The second element is the implementation by the branch 
organisations of an auto ISAC in Europe. The fundamental redesign of the ICT architecture 
of the connected car by the car manufacturers is the third element. The fourth element is the 
logging of car related cyber security incidents by the insurance companies. Network 
providers must implement a secure 5G standard the automotive industry can use to 
communicate to and from the connected car. The last element is that car users must start 
asking questions about the cyber security of their car. 

6.2 Future Research  
Because the introduction of autonomous cars can have disruptive effects in society, 

additional research is needed. Future research is needed on the following topics that we 

excluded in this research.  

We identified the, economic, factors that can contribute to improve the cyber security of 

connected cars. Which factors contributes most to the improvement of cyber security of 

connected cars? Other elements of research are the comparison between countries on car 

security, legislation, liability and the best way to inform the general public on security matters. 

What is the effect of the introduction of autonomous cars on the business model of car 

insurance companies? Autonomous cars prevent collisions a much as possible. What is the 

effect of that on the car insurance policies? Insurance companies will only encounter damage 

by vandalism, theft and events of mother nature. Driver errors, that seem to be the cause of 

many accidents, are ruled out.  

Another interesting topic is examining the effect of the introduction of autonomous cars on 

bodyshops that repair cars. Less of these bodyshops are needed when autonomous cars 

automatically avoid bumping into each other. What will the new role of the car dealer 

become? Will car dealers become the new ICT patch stations for your car to update your 

firmware and anti-virus definitions?  

Another research question that can be examined is the question whether we need a drivers 

licence in the future. What is the effect of the introduction of autonomous cars on institutions 

like CBR 204 that takes driver exams and hands out driver licences. Do we need a driver 

licence when the autonomous car takes all the decisions? 

What will be the effect of the autonomous car on the taxi branch? Do you need a human 

driven taxi in the future, when autonomous robot cars can drive you anywhere?  

In line with this, the question becomes who is liable for the damage when your car crashes? 

What is the effect of the introduction of autonomous cars on the liability question. At what 

exact point, and under what conditions, is the driver no longer liable for the damage caused, 

because the car took all the decisions? 

What safeguards can we construct to prevent misuse of the collected car data by the car 

manufacturers, government and insurance companies? How can we prevent the misuse of 

autonomous cars by terrorists that want to attack a city centre? 

                                                           
204

 CBR, Centraal Bureau Rijvaardigheidsbewijzen, https://www.cbr.nl/  

https://www.cbr.nl/
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We have to come up with an answer on fundamental questions like: How long does the car 

manufacturer have to support, patch and update the software of a car? The answer to this 

question has huge implications on the security of the car ICT systems and thus to the 

physical safety of the car user. It has also an impact on the business case of the car 

manufacturer.  
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Appendices  
 

Appendix 1: Survey 
 

Survey part 1 
This survey is about cyber security for connected cars. Before you start this survey it 

is good to know that the following definitions are used: 

Connected car = Any car that has remote communication possibilities to the internet. 

Safety = The condition of being protected from (physical) harm 

Security = The state of being free from danger or threat 

Hacking = Gaining unauthorised access to computer systems. 

Survey part 1: 1 Cybersecurity for cars 

1 Cybersecurity for cars 
Please elaborate on your own experience here 

1. Are you aware of the possibility of hacking connected cars? If yes, do you have an 

example from your own experience? Please elaborate. 
O Yes 

O No 

Please elaborate on your own experience here 

2. Did you (or your organisation) detect a hacked connected car? If yes, how? 
O No, Never detected a hacked connected car 

O Technical (eg Logs, IDS-Intrusion Detection System etc) 

O Media 

O Hacker contacted us 

O Other, please specify … 

 

3. Is there a need to improve car security? If yes, by whom? 
O No, there is no need to improve car security 

O Government 

O Car manufacturers 

O Insurance companies 

O Car buyers / car users 

O Other, please specify … 

 

4. Who should take the lead to improve car security? 
O Government 

O Car manufacturers 

O Insurance companies 

O Car buyers / car users 

O Branch organisations automotive industry 

O Other, please specify … 

 

5. Do you think each connected car should be tested on the cyber security status of that 

specific brand and model? Please elaborate on your choice. 
O No, cyber security testing of connected cars is not necessary 

O Yes, cyber security testing of connected cars is necessary 

Please elaborate on your choice here. 
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6. Who should set the standards for cyber security testing of connected cars? 
O Government 

O Car manufacturers 

O Insurance companies 

O Branch organisations automotive industry 

O Other, please specify … 

 

7. Should the outcome of the cyber security tests of connected cars made public? 
O Yes 

O No 

Please elaborate on your choice here. 

 

8. If these cyber security tests are made public, should there be a "waiting" period before 

publication, in order to give car manufacturers the time to fix the vulnerabilities found? 
O Yes, a waiting period is necessary to give the car manufacturers some time to fix the vulnerabilities found 

O No, publication of the test results must be done as soon as possible 

Please elaborate on your choice here 

9. If there is a waiting period before the test results are published. How long should this 

"waiting" period be before publishing the test results? 
O No waiting period 

O A week 

O A month 

O Three months 

O As long as it takes the car manufacturer to fix the vulnerability 

O Other, please specify … 

 

10. If these cyber security tests are made public, what should be the appropriate means to 

do that? 
O Website of the government 

O Website Euro Ncap 

O Website car manufacturer 

O Website independent organisation 

O Other, please specify … 

Survey part 2 
This survey is about cyber security for connected cars. Before you start this survey it 

is good to know that the following definitions are used: 

Connected car = Any car that has remote communication possibilities to the internet. 

Safety = The condition of being protected from (physical) harm 

Security = The state of being free from danger or threat 

Hacking = Gaining unauthorised access to computer systems. 

Survey part 2: 2 Cybersecurity 

 

1. Who should test cars on cyber security aspects and vulnerabilities? 
O Government (eg. RDW) 

O Euro Ncap 

O Independent organisation 

O Other, please specify … 
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2. Who should pay for the tests on the cyber security aspects and vulnerabilities of 

connected cars? 
O Government 

O Car manufacturers 

O Insurance companies 

O Car buyers / car users 

O Other, please specify … 

 

3. What is, according to your opinion, the major reason why there is little attention for car 

security? Please, tick only one box. 
O Lack of knowledge with car manufacturers 

O No legislation 

O No standards available (eg ISO) 

O Customers do not ask for it 

O Insurance companies do not ask for it 

O Costly to implement in the car architecture and design 

O Negative business case 

O Other car manufacturers don't have (improved) car security as well 

O Car hacking is not a real risk 

O No media attention 

O Other, please specify … 

 

4. What, in your opinion, is the most likely attack vector on a connected car? 
O Direct physical (like direct Can bus access) 

O Indirect physical (like USB device, CD etc) 

O Wireless (like Bluetooth, cellular etc) 

O Sensor fooling 

O Other, please specify … 

 

5. What, in your opinion, is the best defence to prevent hacking of a connected car in 

general? 
O Legislation, hacking is punishable by law 

O Legislation, mandatory for car manufacturers to prevent and solve security vulnerabilities of connected cars and 

introducing penalties in case of non-compliance. 

O Publication, "naming and shaming" of car manufacturers that introduce connected cars with security 

vulnerabilities 

O Standardisation of measuring vulnerabilities in connected cars 

O Other, please specify … 

 

6. What, in your opinion, is the best defence to prevent hacking of a connected car via direct 

physical access (direct Can bus access)? 
O I don't know 

O I think the best defence would be ... 

 

7. What, in your opinion, is the best defence to prevent hacking of a connected car via 

indirect physical access (USB device, CD)? 
O I don't know 

O I think the best defence would be … 
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8. What, in your opinion, is the best defence to prevent hacking of a connected car via 

wireless access (Bluetooth / cellular)? 
O I don't know 

O I think the best defence would be … 

 

9. What, in your opinion, is the best defence to prevent hacking of a connected car via 

sensor fooling? 
O I don't know 

O I think the best defence would be … 

 

10. Can the encryption of CAN bus data contribute to improved car security? Please 
elaborate. 
O No, Encryption of CAN bus data does not help to improve car security 
O Yes, Encryption of CAN bus data improves car security 
Please elaborate on your choice here 

Survey part 3 
This survey is about cyber security for connected cars. Before you start this survey it 

is good to know that the following definitions are used: 

Connected car = Any car that has remote communication possibilities to the internet. 

Safety = The condition of being protected from (physical) harm 

Security = The state of being free from danger or threat 

Hacking = Gaining unauthorised access to computer systems. 

Survey part 3: 3Car security 

1. What can you (or your organisation) contribute to improve car security? Please elaborate. 
O Nothing 

O The possible contribution to improve car security can be ... 

 

2. In the case of a detected cyber security vulnerability of a connected car, what is (of should 

be) the appropriate method to fix this? 
O Immediate recall by the car manufacturer of all affected cars of that brand. The car manufacturer should install 

the necessary security patch for these cars immediately. 

O The car manufacturer can push a security patch via the manufacturer remote wireless access to update the car 

firmware. 

O A patch for that security vulnerability can be installed by the car manufacturer at the same time with the next 

scheduled car 

maintenance. 

O All relevant security patches can be installed during the next mandatory APK check of the connected car. 

O Other, please specify … 

 

3. Should the car user be notified by the car manufacturer that a cyber security vulnerability 

is detected in his/her connected car? 
O No, there is no need to inform the car user of cyber security vulnerabilities. This will only create fear, 

uncertainty and doubt. 

O No, the car manufacturer must only inform the car user of severe cyber security issues of that connected car. 

O Yes, the car manufacturer must inform the car user, but only when a security patch is available for the detected 

vulnerability. 

O Yes, the car user has a right to know all cyber security issues of his car. 

O Other, please specify … 
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4. How long must the car manufacturer support security patches for the connected car? 
O The car manufacturer must support security patches for connected cars as long as there is any connected car 

left on the road of that brand. 

O The car manufacturer is only obligated to support security patches for connected cars during the factory 

warranty period. 

O The car manufacturer is only obligated to support security patches for connected cars in accordance with the 

law of that country. 

O The car manufacturer is not obligated to support security patches for connected cars. It can be an additional 

service of the car manufacturer to the customers. 

O Other, please specify … 

 

5. Who is (or should be) liable, in your opinion, for the damage (physical and economical) 

when a connected car is hacked? 
O Hacker 

O Car manufacturer 

O Insurance company 

O Car user 

O Other, please specify … 

 

6. E call (Emergency call of your car to the emergency services when your car is involved in 

a car accident) will be available in all new European cars from march 2018. E-call is 

mandatory and signals accident data, your location and driving direction. Do you think there 

are security implications with the introduction of E-call in connected cars? 
O No, this is a good thing 

O Yes, the government will gather this data and can then track all movements of individual citizens 

O Yes, Car manufacturers will gather this data and can then track all movements of individual customers. Misuse 

of this data for commercial purposes is a risk. 

O Yes, Car insurance companies will gather this data and can then track all movements of individual customers. 

Misuse of this data for commercial purposes is a risk. 

O Yes, but I don't know why. It just does not feel good. 

O I don't know 

O Yes, other reason, please specify … 

 

7. B call (=Breakdown call when your car breaks down) will be available in some new 

European cars. B-call is optional and can be switched on or off by the car manufacturer. Do 

you think there are security implications with the introduction of B-call in connected cars? 
O No, this is a good thing 

O Yes, the government will gather this data and can then track all movements of individual citizens 

O Yes, Car manufacturers will gather this data and can then track all movements of individual customers. Misuse 

of this data for commercial purposes is a risk. 

O Yes, Car insurance companies will gather this data and can then track all movements of individual customers. 

Misuse of this data for commercial purposes is a risk. 

O Yes, but I don't know why. It just does not feel good. 

O I don't know 

O Yes, other reason, please specify … 
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8. S call (=Service call when your car is scheduled for maintenance) will be available in some 

new European cars. S-call is optional and can be switched on or off by the car manufacturer. 

Do you think there are security implications with the introduction of S-call in connected cars? 
O No, this is a good thing 

O Yes, the government will gather this data and can then track all movements of individual citizens 

O Yes, Car manufacturers will gather this data and can then track all movements of individual customers. Misuse 

of this data for commercial purposes is a risk. 

O Yes, Car insurance companies will gather this data and can then track all movements of individual customers. 

Misuse of this data for commercial purposes is a risk. 

O Yes, but I don't know why. It just does not feel good. 

O I don't know 

O Yes, other reason, please specify … 

 

9. What, in your opinion, is the best solution to prevent security risks of the introduction of B 

call (car break down call) and S call (car service call for maintenance)? 
O The car manufacturer must choose the best option for the car user. Eg. When the car comes out of the factory 

all options for a maximum customer satisfaction allowed for that country are switched on. 

O The car manufacturer must inform and choose the best option for the car user. Eg. The car manufacturer 

informs the customer in the showroom of the options and agrees which options to turn on or off. 

O The car user must be able to switch these options on or off whenever he/she wants 

O The government must introduce appropriate legislation to prevent misuse of this kind of data. 

O Other, please specify … 

 

10. Do you have any other remarks on this subject that we missed in this survey? 
O No 

O Yes, see my remarks below 
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Appendix 2: Survey structure, process and results 
 

The survey was conducted from 4-5-2016 to 11-11-2016. 
 
The survey consists of 30 questions.  
Question 1-10 on https://nl.surveymonkey.com/r/KTDZPLY    
Question 11-20 https://nl.surveymonkey.com/r/7JTX6Z2    
Question 21-30 https://nl.surveymonkey.com/r/7XLJQV3  The initial survey version was even 
longer, but peer reviews and an initial test with TNO revealed that the survey was too long 
and complicated. The goal of the survey is to compare the view of the respondents with the 
view of the interviewed experts on the security aspects of the connected car. The online 
survey was published using Surveymonkey. 205 The survey was split in three parts of each 10 
questions. This makes it easier for the respondents to finish the survey in their own time. The 
downside of this is that the analysis of the survey results is more complex. Another downside 
is that some respondents did not finish the whole survey. The survey was mailed to selected 
people with the request to participate. The survey was sent mail addressing each person 
personally. The survey was also published online on the website: http://carsecurity.agency 
and the website http://networks.centre4innovation.org/csa/herbert/ The survey was also 

posted on LinkedIn site of the researcher. Another step to generate enough survey data was 
using the cyber security experts of the CSA, Cyber Security Academy. The survey was 
handed out on paper in the course on “actors and behaviour in cyberspace” on May 13, 2016 
of which twelve people responded. All respondents have a bachelor or master education 
background. 
The first part of the survey had 90 respondents, the second part of the survey had 86 
respondents and the third part of the survey had 84 respondents.  
 
The table below shows the number of surveys send and the response rate.  

Where Send Response Response 
Percentage 

Remark 

CSA 13 12 92 1 female, 11 male. Survey on paper 

Telecom 76 48 63 4 female, 44 male. Survey by mail 

ICT 12 10 83 3 female, 7 male. Survey by mail 

Website ∞ 1 n.a. Survey on 3 websites 

Interview 13 13 100 Survey on paper + Interview 

Total 114 84 73  
Table 12 Survey response overview on surveys that are completed in full (n=84). 

 
The initial assumption that the sending the survey by mail with a personal touch should 
deliver a high response seems to be correct. 
 
Several respondents indicated that it took about an hour to fill out the survey. It took so long 
because they wanted to describe possible solutions or indicate additional problem 
statements to the posed questions.  
 
Asking people in person or with a personal email to respond to the survey delivers the 
highest response. The possible downside is that the respondents think the researcher can 
see their personal responses on the survey. This might trigger “social accepted” answers to 
the survey questions. 
 
The question that triggered the most “discussion” was 3.4 (survey part 3 question 4). “How 
long must the car manufacturer support security patches for the connected car?” People 

                                                           
205

 https://nl.surveymonkey.com/ 

https://nl.surveymonkey.com/r/KTDZPLY
https://nl.surveymonkey.com/r/7JTX6Z2
https://nl.surveymonkey.com/r/7XLJQV3
http://carsecurity.agency/
http://networks.centre4innovation.org/csa/herbert/
https://nl.surveymonkey.com/
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realised what the implications of the answer to this question can be for the automotive 
industry and society as a whole.  
 
The question 3.7 on C-call, 3.8 B-call and 3.9 about S-call were seen by a lot of respondents 

as the same question.  

The general conclusion of the survey is that although we agree on the high level questions, 

as soon as we look into the specific details all people seem to have a different opinion. The 

opportunity to add some text in the “free text format field” was extensively used by the 

participants.  
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Appendix 3: Requirements overview 

 

This appendix shows an overview of all connected requirements. These requirements form 

the basis of the multi actor roadmap. 

The roadmap requirements we derive from the analysis “Threat actors & awareness” are: 

T1 The Dutch government must ensure that there is enough chance for the threat actor, or 
non-compliant to legislation automotive business, of being caught and brought to justice 
when a threat actors compromises the security of a connected car. This triggers the 
inhibitor factor “fear of capture”. 

T2 As the previous chapter shows it is fairly easy to gain access to a connected car and 
compromise its security. The ease of access is also an amplifier for threat actors to 
hack a connected car. Improving the technical access barriers by encrypting the 
communication to and from the connected car is one element that will block this 
amplifier. The action for this lies with the network provider and the car manufacturer. 

T3 Making it harder to break the security measures of the connected car will increase the 
cost of the attacker. An example of this is the implementation of segmentation in the 
connected car system design. This works as an inhibitor that blocks the amplifier “low 
cost of participation”. The action for this lies with the car manufacturer. 

T4 In the communication and information campaign must send the message that 
tampering with a connected car endangers the lives of the people in that car. This will 
influence the public opinion that it is not ok to breach the security of connected cars. 
This will work as an inhibitor that blocks the amplifier “belief in sympathetic public 
opinion”. This communication and information action lies with all actors involved, car 
manufacturers, government, insurance companies, branch organisations, network 
providers. 

T5 Splitting the CAN bus of the car into two separate systems (one for motor management 
and one for other systems like entertainment and navigation) makes it harder for an 
attacker to gain access to the motor management of the car. This triggers the inhibitor 
“high level of technical difficulty”.  

T6 Annual cyber security threat awareness campaign by the government to educate the 
general Dutch public on cyber security issues. 

T7 Each car manufacturers must implement and publish a responsible disclosure policy 

T8 Car manufacturers must start a, preferably European, “hall of fame” for those ethical 
hackers that exposed cyber security vulnerabilities in connected cars and complied to 
the responsible disclosure policy. 

Table 3 Requirements Threat actors 
 

The roadmap requirements for the Car manufacturers we derive from the analysis are: 

C1 Design a connected car architecture where the motor management systems are fully 
separated from the other car systems.  

C2 Design at least four security zones into the system design. Example of these security 
zones: Red (the outer shell of the car facing the outside communication), Orange and 
Green (the data of the car user that should be protected). The Blue zone is the 
management interface for firmware updates etc. 

C3 Use system redundancy into the car architecture design. Examples of this can be 
found in the aircraft industry. 

C4 The car manufacturers cooperate with branch organisations, insurance companies and 
government in developing (international) standards on security requirements, 
communication and storage standards. 

C5 Use detection systems to detect anomalies in the internal network of the connected 
car. 
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C6 In an autonomous car, the “intelligence” must decide on at least two out of three 
systems that agree that the chosen action is safe for the car user. 

C7 Each connected car should be tested on security issues by the car manufacturer 
before market launch. 

C8 Code review and proper “punishment” of developers that built in “Easter eggs”. 

C9 Change of culture within the development department that Easter eggs in software 
code are not ok. 

C10 Development and publishing of responsible disclosure agreement to ensure that 
external white hat hackers contribute to the connected car security and are not 
punished. (see Tesla example, appendix 5) 

C11 The Car manufacturer limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC 

C12 Clear and understandable communication to the end user on terminology, processes, 
security and use of the features the connected car contains. Example: the Tesla 
Autopilot case. 

Table 4 Requirements Car manufacturers 
 

The roadmap requirements for the Government we derive from the analysis are: 

G1 Appropriate legislation on liability of connected cars & autonomous vehicles, platooning, 
privacy issues, insurance, driving licence, standards and security requirements.  

G2 The government cooperates with branch organisations, insurance companies and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

G3 See T6. Annual cyber security threat awareness campaign by the government to 
educate the general Dutch public and businesses on cyber security issues. 

G4 The Car manufacturer limit the number of employees and third parties that have access 
to the stored data as much as possible. RBAC 

G5 The government must answer fundamental questions with a huge business impact to 
guide the automotive industry. Examples are: Is the collected car data owned by the car 
owner (consumer) or by the car manufacturer? How long must the car manufacturer 
support security patches for the connected car. 206 

Table 5 Requirements Government 
 

The roadmap requirements for the Insurance companies we derive from the analysis are: 

I1 The insurance companies log all cyber security incidents related to connected cars. 

I2 The insurance companies do a trend analysis on the gathered data and share this with 
government policy makers. 

I3 Insurance companies define and communicate a set of minimum security requirements 
a connected car must have. 

I4 In case insurance companies collect data from connected cars: The Insurance 
companies use encryption in communication and storage. 

I5 In case insurance companies collect data from connected cars: The entire chain of 
collected data by the insurance companies are audit proof. 

I6 The insurance companies provide information to its customers on what data is stored, 
how long it is stored and who has access to that data. 

I7 The insurance companies limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC 207. 

I8 The insurance companies cooperate with government, branch organisations and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

                                                           
206

 See survey question 3.4 
207

 RBAC – Role based access control 
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I9 The insurance companies store the collected data as long as needed and as short as 
possible. 

Table 6 Requirements Insurance companies 
 

The roadmap requirements for the Branch organisations we derive from the analysis are: 

B1 The branch organisation provides information and advice to its members 

B2 The branch organisation uses encryption in communication and storage. 

B3 The branch organisations cooperate with government, insurance companies and car 
manufacturers in developing (international) standards on security requirements, 
communication and storage standards. 

B4 The branch organisations limit the number of employees and third parties that have 
access to the stored data as much as possible. RBAC 

B5 Start an European Auto ISAC to share cyber security knowledge within the (European) 
automotive industry 

B6 Organise an annual hacking challenge for connected and autonomous cars. This 
information can be used to improve the connected car designs.    

Table 7 Requirements Branch organisations 
 

The roadmap requirements for the Dutch Network providers we derive from the analysis are: 

N1 The network provider provides access to the network (access) and ensures that the 
latest security patches for vulnerabilities are implemented. 

N2 The network provider delivers enough bandwidth on the access network for the 
required data stream (capacity & availability) 

N3 The network provider uses encryption in communication and storage. (confidentiality) 

N4 The network provider uses agreed communication standards in order to ensure that the 
message is received by the data collector as required (ensure integrity of the message) 

N5 The network provider provides a handover to another network of another country when 
the connected car leaves Dutch territory and drives into another country. 

N6 The network provider informs its customers on the terms and conditions of the provided 
service within the boundaries of the law. 

N7 Create, test and innovate new standards to standardise the network data traffic like on 
LTE V2X and ITS-G5 (802.11p)  

N8 The network provider limit the number of employees and third parties that have access 
to the stored data as much as possible. RBAC 

Table 9 Requirements Network providers 

 
The roadmap requirements for the car Users / consumers we derive from the analysis are: 

U1 Ask questions about car security to your connected car dealer. 
Example: Can you show to me how cyber secure this car is compared to other 
connected car brands? How do I obtain security patches for my connected car? How 
long do I get security patches and firmware updates for my connected car? Action by 
branch org, government, car manufacturer 

U2 Ask branch organisations to investigate, compare and publish the results of cyber 
security penetration tests on different types of connected cars. 

U3 Ask questions about car security to your representative in parliament. 
Example: What kind of protective legislation (e.g. liability and security) is there in place 
that protects me in my connected car? What does the government do to ensure that my 
connected car is and stays secure? What security requirements did the government 
impose on the car manufacturers to ensure that the connected car is cyber secure? 
Action of government to provide adequate answers and actions. 

U4 Ask questions about car security to your insurance company 
Example: how many times is this type of car stolen or had security breaches? Can you 
publish the annual statistics on connected car brands on how many security hacks / 
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breaches there were? Action of insurance companies to provide adequate answers and 
actions. 

U5 Ask your insurance company to deliver what information / collected data is logged and 
stored about the user behaviour when using the car.   

U6 Car manufacturers should make an uniform policy to patch the connected car software 
in a quick and secure way.  

U7 The car users should be aware and informed not patch his own car via an uncontrolled 
USB device. Action by car manufacturers, government and branch organisations. 

U8 Inform each of the 8 Mentality groups in an annual event about their expected 
behaviour regarding cyber security aspects of the connected car. Each group must be 
addressed separately in their own language within their own communication channels. 
Action by government, car manufacturers and branch organisations. 

Table 10 Requirements Users 
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Appendix 4: Interview overview 
 

The list of interviews: 

 Company Name Date Remark 

1 Achmea Geurts, P; Beveren, 

van J 

2016-06-02, 

2016-06-10 

Leusden, Insurance company. Achmea 

is the largest car insurance company in 

the Netherlands 

2 ANWB Smith, F; Jong, de R 2016-06-07 Den Haag, Branch organisation 

3 Bovag Bresser, H; Kamps, E 2016-06-09 Bunnik, Branch organisation 

4 BMW Zijden, van der, B; 

Mason, A 

2016-06-13 Rijswijk, Car manufacturer 

5 Connekt Juffermans, N 2016-06-29 Delft, Branch organisation 

6 Deloitte Blogg, H; Tilmans, B 2016-06-16 Amsterdam, Consultancy firm with a 

firm reputation on security issues.  

7 NXP Geraets, M 2016-07-21 Eindhoven, Chip manufacturer that 

creates chips (ECU) for (connected) 

cars. 

8 PON Automotive Kerkhof, M. van 2016-05-03, 

2016-05-11 

Leusden, Car manufacturer 

9 RDW, Rijksdienst 

voor het wegverkeer 

Doll, G 2016-05-19 Groningen, Government 

10 SIMS - 

Standaardisatie- en 

Informatiebeleid 

MobiliteitsSector 

Sombekke, J 2016-05-24 Hoevelaken, Branch organisation, 

cooperation between Bovag and RAI. 

11 Stichting aanpak 

voertuigcriminaliteit 

Visser, T 2016-05-12 Hoevelaken, Branch organisation 

12 Stichting 

Verzekeringsbureau 

Voertuigcriminaliteit 

Hoop, de A 2016-05-09 Apeldoorn, Branch organisation 

13 TNO Smulders, A 2016-05-03 Den Haag, Independent research 

company 

Non responsive were: Volvo, HTCU, hacker GKG, researcher RV.  
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Appendix 5: Bug hunting program rewards 
 

The bug hunting program by Tesla pays the following rewards as described on 

https://bugcrowd.com/tesla  

Tesla pays rewards ranging from $100 to $10,000.  
The rewards are administered according to the following guidelines:  

 XSS: $200–$500  
 CSRF: $100–$500  
 SQL: $500–$10,000 
 Command injection: $10,000  
 Business logic issues: $100–$300 
 Horizontal privilege escalation: $500 
 Vertical privilege escalation: $500–$10,000 
 Forceful browsing/Insecure direct object references: $100–$500 
 Security misconfiguration: Up to $200 
 Sensitive data exposure: Up to $300 
 Vehicle or product related vulnerabilities: case-by-case basis (report directly to 

vulnerability@teslamotors.com) 

Tesla states that they support the open publication of security research. They do ask to wait 
before any publication so Tesla can do a final sync-up and check. 

 

https://bugcrowd.com/tesla
mailto:vulnerability@teslamotors.com

