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“If you think you understand quantum mechanics, you don’t!”

attributed to R.P. Feynman.



Abstract

Quantum computers are supposed to be of great value for research in the field of medicine,

material science, energy, transport and logistics. However several standardization institutes like

NIST report that the quantum computer poses a threat to cyber security. The impact of quantum

computing on broadly deployed crypto-systems is clear. Shor’s algorithm will break public-key-

cryptography systems and Grover’s algorithm will weaken symmetric-key-cryptography systems.

However, the time of arrival of a quantum computer that can run these algorithms is not as clear

as the impact. This thesis investigated the requirements for running Shor’s algorithm to break

RSA-2048 and uses the obtained information to propose tools that support risk-management

regarding the quantum threat.

We conclude that the gap between the requirements to run Shor’s algorithm to break RSA-2048

and the available physical resources is significant. This gap can be closed by progress on the

supply side and by progress on the demand side. On the demand side, progress in fault-tolerant

architectures and/or reducing the required number of T-gates will significantly reduce the gap.

On the supply side, progress in the number of physical controllable qubits and an increase in the

fidelity of quantum gates will significantly reduce the gap. Also should be noted that breaking

other algorithms requires a different set of physical resources, which results in other gaps.

This information is used to define the topics to monitor the quantum threat regarding its impact

on cyber security. Monitoring is necessary because our society depends heavily on ICT. The

vulnerable crypto-systems are used in various types of security protocols, which facilitate services

like online shopping and banking, online access to your health-care test results, online registration

for social funds for citizens, providing citizens online trusted information about calamities. Not

being able to trust these technologies supporting these and other online services cripples society.

The government has its responsibilities regarding cyber security as well as businesses and or-

ganizations as described in the second national cyber security strategy. The national cyber

security center can use its role as expert authority on cyber security to provide public and pri-

vate parties with information derived from monitoring the quantum threat. For this purpose, the

proposed monitoring framework can be used. Businesses and organizations can use the proposed

translation method to determine how the quantum threat impacts their strategic risks.

Additionally a pragmatic approach is proposed. It uses the results of the proposed translation

method to select one of three scenarios. Each scenario has guidelines for actions depending

on the significance of the impact on strategic risks. Using the pragmatic approach creates a

balance between the uncertainty about when the risk materializes and the investments required

to investigate and act upon the risk. This is different compared to other approaches, which use

an asset-based approach and start prioritizing after an inventory of vulnerable IT assets.

The monitoring framework, the translation method and the pragmatic approach give the public

and private sector tools to act on the quantum threat. This is a first step in enabling society

to reduce the negative consequences of quantum computing on society and to fully benefit from

positive consequences.
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Chapter 1

Introduction

1.1 Context

The idea of building a quantum computer already exists for 35 years [2]. Recently com-

panies like IBM1 and Rigetti2 made quantum computing on real quantum computers

available in the cloud. Many organizations look with great eager to this new type of

computers, because these are supposed to be of great value for research in the field of

medicine, material science and energy [3]. Quantum computers also promise to solve

computational problems in the research area’s of transport, logistics and artificial intel-

ligence [4]. However the opportunities promised by the quantum computer also come at

a price.

Several sources, e.g. NIST [5], ETSI [6] and the Dutch NCSC [7] report that the quantum

computer is a threat to cyber security. To be more precise: some quantum algorithms

pose a threat to some algorithms we use to protect our data. The quantum algorithm

proposed by P. Shor poses a threat to cryptographic algorithms based on the (abelian)

hidden subgroup problem, such as the mathematical problem of prime factoring as used

in RSA [8]. Shor’s algorithm is supposed to solve the factoring problem exponentially

faster than known classical algorithms. This would result in breaking RSA, a widely

used asymmetric cryptographic algorithm used for key agreement and transport but also

for digital signature generation and verification [9].

Another quantum algorithm that poses a threat is Grover’s algorithm. This quantum

search algorithm speeds up brute-force attacks on symmetrical key algorithms, such as

1IBM Q Quantum experience (https://quantumexperience.ng.bluemix.net/qx/experience, consulted
on 24-10-2017).

2Rigetti Forest 1.0 (https://medium.com/rigetti/introducing-forest-f2c806537c6d, consulted on 24-
10-2017) The platform provides a quantum simulator and a quantum chip.

1



2

AES. This quantum algorithm also affects secure hash functions, such as SHA-2 and

SHA-3. However the speed up Grovers algorithm promises, which is quadratic is, is

less compared to the speed up of Shor’s algorithm, which is exponential. Therefore the

threat posed by Grover’s algorithm is considered to be less significant [8]. The focus of

this thesis is therefore on Shor’s algorithm.

The in this thesis investigated risk event is the event that Shor’s algorithm can be run

on an available quantum computer and will break RSA with a 2048 bit key (RSA-2048).

Getting insight in the impact and the probability of an identified risk event is part

of the risk analysis phase of a risk assessment. The impact of the defined risk event

depends strongly on the context, consequences and current repressive countermeasures.

All of these are specific to the organization involved and the responsibility of the person

performing the risk assessment, the cyber security specialist.

The probability or likelihood that there is a quantum computer that is able to run Shors

algorithm and break RSA-2048, is a general ”feature” from the cyber security specialists

point of view. Investigating the likelihood of the risk event is the focus of this thesis.

Some work has been done on this topic, including calculating the cost of running Grover’s

algorithm for SHA-256 and SHA3-256 [8]. Also a cost estimation for running Shor’s

algorithm to break a 2000-bit number has been reported [10]. These cost estimations

can be understood as requirements for a quantum computer and are one of the elements

influencing the likelihood of the identified risk event. Another part of the likelihood is

assessing if these requirements can be met and, if not, what it takes to close the gap

between the requirements and the available resources.

Currently the views on how to deal with the quantum threat differ. One view is that

there is plenty of time left for organizations and the other view is to start now with

quantum risk assessments [11].

The second objective of this thesis is to determine how to deal with the quantum threat,

based on the findings of understanding the requirements to run Shor’s algorithm and

break RSA-2048.

1.2 Research questions

The main objective of this thesis is to understand the requirements to run Shor’s al-

gorithm and break RSA-2048. And how to use this information to protect against the

quantum threat.



3

Sub question 1: What is a quantum computer and which related research is done re-

garding the cyber security threat quantum computers pose?

Sub question 2: What is Shor’s algorithm and what are the building blocks on the logical

layer?

Sub question 3: How can these logical building blocks be implemented on a practical

quantum computer and what are the costs for running Shor’s algorithm for a significant

key size?

Sub question 4: What is the gap between the physical resources of current quantum

computers and the cost requirements of running Shor’s algorithm for a significant key

size?

Sub question 5: Which implementation factors reduce the gap?

The second objective of this thesis is to answer the question: How to deal with the

identified quantum threat?

1.3 Methodology

1.3.1 Methodology for answering the research questions related to

quantum computing and technology

The quantum computing and quantum technology related research in this thesis follows

a methodology derived from methods applied in [8, 10, 12]. Additionally the most

likely types of physical implementations and their physical resources are compared to

the cost required to run Shor’s algorithm to determine the gap between the supply

side, represented by the physical layer and the demand side, represented by three layers.

These three layers are the application layer, the logical layer and the fault-tolerant layer.

The used method is shown in Figure 1.1.

The first step is to analyze Shor’s algorithm and investigate possible circuits implement-

ing the algorithm. Next is investigated how a translation can be made to practical imple-

mentations of logical circuits, by applying fault-tolerant architectures and determining

the required physical resources. The last step is to determine which qubit technologies

are able to meet the required physical resources and what is currently the state of these

qubit technologies. This information is used to determine the gap between the demand

side and the supply side.
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Figure 1.1: Method to determine the requirements for running Shor’s algorithm and
the gap between the demand side and the supply side.

Two experts from different quantum research niches reviewed the assumptions made in

this thesis. These experts are R. Versluis and C. Schaffner. Dr. Christian Schaffner3

is professor at the institute for logic, language and computation (ILLC) at University

of Amsterdam and works as a researcher at QuSoft. Ir.Richard Versluis4 is a principal

scientist/systems engineer at TNO and lead scientist for TNO at QuTech.

In this research only public sources are used as information source. The focus is on

literature written by researchers in the quantum domain and the predictions made by

quantum experts.

To obtain sufficient knowledge about Shor’s algorithm, information is used from lecture

notes and other public sources used to teach university students Quantum Computing

or Quantum Information Processing. As with all algorithms, Shor’s algorithm needs

to be made ”mechanically” in order to run it on a computer. For this circuits are

used. This defines the next step, to look at different logical implementations of Shor’s

algorithm using logical quantum circuits. Most information on this topic is obtained

from review papers summarizing differences between quantum circuits implementing

Shor’s algorithm.

To answer the third research question a literature study is performed to investigate the

practical building blocks and requirements needed to run the quantum circuit. We have

chosen to focus on the most mature technologies, these are obtained from recent scientific

review papers. The fourth research question is answered after a short inventory of the

main physical implementations. To answer the fifth research question the most costly

building blocks on the demand side are selected and on the supply side a selection is

based on the requirements from the demand side.

3https://www.cwi.nl/people/2134
4https://qutech.nl/person/richard-versluis/
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1.3.2 Methodology for answering the research question how to deal

with the quantum threat

To answer the last research question, first a reflection on the likelihood of the risks

related to the quantum threat was given based on the findings from the previous research

questions.

Also a reflection on the impact of the quantum threat was given. Additional to what was

found in the literature on the technical impact of the quantum threat an observation was

made that the crypto-systems that are vulnerable to the quantum threat are frequently

applied as risk controls to mitigate a risk to an acceptable risk level. This observation

is used to develop a method for translating the technical impact of the quantum threat

to the impact on the strategic risks of an organization.

The information published by ETSI is used to formulate the impact of the quantum

threat on society. A description of the actors involved in the response to the quantum

threat regarding cyber security is given based on information from the Dutch second

national cyber security strategy (NCSS 2).

The reflections on impact and likelihood are used to reflect on an existing quantum

risk assessment methodology by Mosca & Mulholland and two other options, delaying

an action plan and mitigation without risk-assessment. A new method for handling

the quantum threat is proposed using the findings from the reflection on likelihood and

impact.

The proposed monitoring framework uses the findings from research question 5 and the

information from standardization institutes ETSI and NIST to determine the topics to

monitor. Information from the NCCS2 is used the determine the actors involved for

providing the obtained information from monitoring to the relevant parties.

1.3.3 Limitations of the research and intended audience

The literature review to investigate the resources required to run Shor’s algorithm and

break RSA-2048 was limited to public sources. A selection from the large amount of

available and suitable material, has been made consulting experts.

The investigation about the supply side was limited to the quantum chip, the hardware

platform which contains the physical qubits. The impact of the other elements needed

for the physical realization of a quantum computer, see Chapter 2 were not taken into

account when determining the gap between the supply side and the demand side.
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Another limitation was to use RSA-2048 to determine the physical requirements. There

are other crypto-systems vulnerable for the quantum threat, which will lead to other

physical requirements and other gaps. To make a more complete analysis of the quantum

threat, these other algorithms and their physical requirement should be investigated.

This thesis has been written for people working in the cyber security field with a back-

ground in risk management and who are familiar with risk-management standards like

NEN-ISO/IEC 31010. Only a general background in quantum mechanics, computer

science, information science or electronics is needed to read the complete thesis. Some

basic math is required from the reader as well as knowledge about RSA. Readers with no

background in quantum mechanics, computer science, information science or electronics

can skip Chapters 3 and 4 to get an overview of the results and the reflection on how to

deal with the quantum threat.

The thesis uses a high abstraction level, more details on topics can be found in the

relevant literature used in each chapter. A more detailed mathematical and physical

description of quantum mechanics can be found for example in [2, 13].

1.4 Thesis structure

The research questions are answered using the following thesis structure.

Sub question Chapter answering the
sub question

1: What is a quantum computer and which related research
is done regarding the cyber security threat
quantum computers pose?

Setting the scene

2: What is Shor’s algorithm and what are the building
blocks on the logical layer?

Shor’s algorithm and
logical building blocks for
implementation

3: How can these logical building blocks be implemented
on a practical quantum computer and what are the costs
of running Shor’s algorithm for a significant key size?

Fault-tolerant
implementations
and hardware options

4: What is the gap between the physical resources of current
quantum computers and the cost requirements of running
Shor’s algorithm for a significant key size?

Fault-tolerant
implementations
and hardware options

5.Which implementation factors reduce the gap? Fault-tolerant
implementations
and hardware options

How to deal with the identified quantum threat? Reflection on
the quantum threat

Conclusions and recommendations for further research Conclusions and further
research

Table 1.1: Overview of research questions and chapters.



Chapter 2

Setting the scene

Most cyber security experts are familiar with threats in the classical domain1. For exam-

ple, vulnerabilities in IT systems or industrial control systems, vulnerabilities resulting

from the human component in IT, such as attackers using social engineering to get ac-

cess to information or IT systems and vulnerabilities resulting from procedures, such as

inadequate patch management.

To understand the cyber security threat a quantum computer poses, a brief introduction

in the quantum field is necessary. This chapter starts with a brief introduction about

what a quantum computer is and closes with more background information on the threat

quantum computers pose to cyber security. The threat quantum computers pose is often

referred to as the quantum threat. In this thesis both are used.

2.1 What is a quantum computer?

The definition of a quantum computer strongly depends on the scientific field and the

background of the audience. For the purpose of this thesis a general definition is chosen:

A quantum computer is a computing device that exploits quantum-mechanical phenom-

ena, such as superposition, entanglement and interference.

This definition is derived from a similar definition as published in [14]. The next two

sections provide more information on the quantum mechanical phenomena and the com-

puting device.

1People working in the in the scientific fields related to quantum mechanics, quantum computing,
quantum information theory etc, use the term classical for the world as we know it or everything that
is not using the unique quantum mechanical features explicitly. Note that the term conventional is also
used.

7
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2.1.1 Quantum-mechanical phenomena

The computational power of a quantum computer is based on three phenomena: quan-

tum parallelism, entanglement and quantum interference. These phenomena provide

quantum algorithms the computational power to solve certain mathematical problems

more efficiently than classical computers solve these problems.

Quantum parallelism uses the quantum feature of superposition to apply a function2 to

all possible input values simultaneously. Superposition allows quantum systems to be in

many different states at the same time [13]. Quantum systems are used to store infor-

mation. The most simple quantum system is a qubit. In press releases, superposition is

often translated as: a qubit can be 1 and 0 at the same time.

”Entanglement arises when two or more quantum systems exist in a superposition of

correlated states.”[15]. If for example two qubits were entangled and separated physical

from each other3, then the operations performed on the first qubit would affect the

second qubit instantaneously independent of the distance between them. These are

called non-local effects and refer to what Einstein called ”spooky action at a distance”

[13].

The effects of interference on an algorithm can be best compared with interference pat-

terns between light or sound waves [13]. Depending on the applied interference, some

quantum states cancel out and some are amplified. When measuring a quantum state to

obtain the output of an algorithm, this amplification means that the probability of ob-

taining a measurement result (output) from that amplified quantum state increases and

the probability of obtaining a measurement state from a less amplified state decreases.

2.1.2 Computing device

Here we formulate a computing device as a system with an input, some computation

(evolution) and an output, see Figure 2.1. For example: Shor’s algorithm has as input,

integer N = pq, where p and q are large prime numbers. The goal is to compute the

prime factors p and q as desired4 output. Quantum computation can be defined as

”a sequence of unitary transformations, affecting simultaneously each element of the

superposition, generating a massive parallel data processing albeit within one piece of

quantum hardware” [16].

2Algorithms apply one of more mathematical function(s).
3For example: one qubit stays in The Hague (city in Europe) and the other is transported to a city

in Australia.
4Note that it can be verified on a classical computer that the output is of the desired form (N = pq).
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Figure 2.1: Computing device using an input to produce an output.

A quantum computer needs a quantum state as input. The most simple quantum state

is a qubit. The state of a qubit can be visualized as a point on a unit three-dimensional

sphere,the Bloch sphere, as visualized in Figure 2.2.

Figure 2.2: Bloch sphere representation including three different qubit states |0〉,
|1〉, |ψ〉 = α|0〉 + β|1〉, where α and β are complex numbers. Because |α|2 + |β|2 = 1,
|ψ〉 = α|0〉+β|1〉 = eiγ

(
cos θ2 |0〉+ eiφsin θ

2 |1〉
)
, where θ, φ and γ are real numbers. Since

eiγ has no observable effects, this term is omitted, resulting in |ψ〉 = cos θ2 |0〉+eiφsin θ
2 |1〉

[2].

After initialization of the quantum state (the input), the quantum state is evolved to an

output state using a quantum circuit with quantum gates. During the execution of the

algorithm the quantum states may suffer from an effect called decoherence.

Decoherence is a kind of noise that has no classical analog. A simplified model of deco-

herence is described by two parameters acting in parallel, phase damping and amplitude

damping. Phase damping describes the loss of quantum information without loss of

energy [2]. It is called phase damping, because it randomly changes the phase of a quan-

tum system reducing the coherence between the superposed |0〉 and |1〉 states and by

this leaking information. Phase randomization has timescale T2 [2, 17]. Phase damping

is visualized in Figure 2.3. Phase damping affects the xy-plane of the Bloch sphere,

x1 �= x2 and y1 �= y2.

Amplitude damping refers to the effects due to energy loss in a quantum system [2].

For example if a qubit in superposition, |ψ〉 = α|0〉 + β|1〉, where |α|2 + |β|2 = 1, loses

energy the amplitude factor β is reduced, while the the amplitude factor α increases,
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Figure 2.3: Visualization of phase damping. On the left the Bloch sphere without
phase damping effects, the xy-plane forms a perfect unit circle. On the right the Bloch
sphere with phase damping effects, the xy-plane is not forming a perfect unit circle.

driving the qubit to its ground state. Amplitude damping, or relaxation, has timescale

T1. In principle the physical qubit relaxation time T1 and the physical de-phasing time

T2 determine the coherence time.

When an algorithm is executed errors occur, due to decoherence and other effects like

control errors and measurement errors. To execute an algorithm successfully all required

computational steps should be completed with a low error rate per computational step.

The error rate limits the practical number of computational steps that can be executed

by a quantum computer. However by encoding quantum information in multiple physical

qubits, the available execution time can be increased to exceed significantly the physical

coherence time of the physical qubits. To encode quantum information in multiple

physical qubit states quantum error correction (QEC) codes are used.

Example: Quantum Error Correction Code

Quantum systems can protect a single quantum state, e.g. |1〉, by encoding this

quantum state using three quantum states, creating redundancy in the information.

The resulting protected quantum system is called a logical quantum state and is

stored in three qubits.

|1 >→ |1〉L ≡ |111〉 , where L stands for logical state.

The logical quantum state |1〉L representing a bit of information with value one is

encoded in three physical qubits |111〉.

To perform a computation on the logical qubit, computations need to be applied

to all three physical qubits, more on this in Chapter 4. If at most one of the three

qubits obtains an error during computation, then the QEC code can recover using

the majority vote.
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There are many QEC codes and they all have their own properties. QEC codes use

the notation [n, k, d], where n represents the number of physical qubits, k denotes the

number of logical qubits, and d is the distance of the code [18]. The number of errors5

a code can correct depends on the code distance d.

Using QECs to protect the information stored in the quantum system as it dynamically

undergoes computation is called fault-tolerant quantum computation [2]. By increasing

the code distance d, arbitrary low logical error rates can be achieved. In an architecture

realizing fault-tolerance different QEC codes can be used to achieve arbitrarily good

quantum computation. Which QEC codes are optimal and which corresponding values

of d, depend on the the type of error model, the quality of the physical qubits and

architectural considerations, such as the connectivity between qubits. A fault-tolerant

architecture can be realized [19]. It will however come at a price, which is reflected in

the requirements on the physical resources, see Chapter 4 for more details.

In the end, when the input quantum state has been evolved to the final quantum state, a

measurement needs to be done to obtain the results from the computations. The effects

of superposition, a quantum state being in multiple states at the same time, ends when

measuring this state. During measurement, using a computational basis (|0〉 and |1〉),
the quantum state is forced into one of many quantum states. For example, a qubit

in superposition (|ψ〉 = α|0〉 + β|1〉) is forced into a 1 or a 0, it cannot be both. The

probability6 of measuring the desired output should be high to increase the success rate

of running the algorithm.

Figure 2.4: General visualization of layers needed for the physical realization of a
quantum computer, derived from [20].

To realize a computing device with a fault-tolerant architecture and the capability to

initialize quantum states, to perform computational steps and to measure the final quan-

tum states, physical building blocks are required. A physical realization of the quantum

computer consists not only of a quantum chip, but also includes the complementary

hardware and software. This is represented by the bottom three layers of Figure 2.4.

5 ”The distance between two code words states, d, defines the number of errors that can be corrected,
t, as,t = �(d− 1)/2�”[19].

6Measuring results in either 0 with probability |α|2, or 1 with probability |β|2.
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The bottom layer, the quantum chip, holds the physical qubits which are structured

to enable a fault-tolerant architecture. These physical qubits need to be controlled,

to enable physical qubit operations including measurements for error detection, this is

represented in the control electronics layer. The compiler layer enables optimization,

error corrections and logical operations [20]. Chapter 4 will provide information about

two types of physical qubit implementations, also referred to as qubit technologies and

quantum chips.

2.2 The quantum threat and cyber security

In 2016 NIST published a table summarizing the threat quantum computers pose, see

Table 2.1. NIST explains that many communication protocols use three core cryp-

tographic functionalities: public-key encryption, digital signatures, and key exchange.

Diffie-Hellman key exchange, the RSA cryptosystem, and elliptic-curve cryptosystems

are mostly implemented to fulfill these functionalities [5]. However their security depends

on the difficulty of solving problems such as integer factorization or the discrete-log prob-

lem over various groups.

In [21] P. Shor showed that both problems can be efficiently solved on a quantum com-

puter, and -as the NIST publication puts it- ”thereby rendering all public-key cryp-

tosystems based on such assumptions impotent” [5]. The quadratic speed up of Grover’s

search algorithm has a less significant impact. The NIST publication explains that cryp-

tographic systems should not be considered obsolete, but there will be a need for larger

key sizes even for symmetric-key algorithms [5].

Cryptographic
Algorithm

Type Purpose Impact from large-
scale quantum com-
puter

AES Symmetric key Encryption Larger key sizes needed

SHA-2, SHA-3 ————— Hash functions Larger output needed

RSA Public key Signatures,
key establishment

No longer secure

ECDSA, ECDH
(Elliptic Curve
Cryptography)

Public key Signatures,
key exchange

No longer secure

DSA (Finite Field
Cryptography)

Public key Signatures,
key exchange

No longer secure

Table 2.1: Derived from NIST Table - Impact of Quantum Computing on Common
Cryptographic Algorithms [5].
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Similar work is provided by other institutes, like ETSI. They provide a comparison of

security levels, both conventional and quantum, for some popular ciphers including RSA,

ECC and AES [6].

The NIST publication states that only a ”large-scale quantum computer” will impact

the discussed cryptographic algorithms [5]. About the likelihood that there is or will be

a large scale quantum computer, the NIST publication only refers to predictions from

experts. ”While in the past it was less clear that large quantum computers are a physical

possibility, many scientists now believe it to be merely a significant engineering challenge.

Some experts even predict that within the next 20 or so years, sufficiently large quantum

computers will be built to break essentially all public-key schemes currently in use” [5].

For this prediction NIST used the estimates made by expert M. Mosca. Section 2.2.1

will elaborate more on his work.

2.2.1 Related work

M. Mosca derived a simple model to determine when it is time to prepare for the quantum

threat, Mosca’s ”x, y, z” quantum risk model. This model includes the duration that

information should be kept secure (x), the time it takes to migrate to a quantum-safe

solution (y) and an estimate on when identified threat actors have access to quantum

technology (z) [22], see also Section 5.3.2.

To determine z, when threat actors get access to a large-scale quantum computer, M.

Mosca makes estimations ”one in seven chance that some of the fundamental public-key

cryptography tools upon which we rely today will be broken by 2026 and a 50% chance

by 2031.” [23, 24]. These estimates are based on several key values, in Mosca’s paper

three of these values are described [24].

The first value is: ”When will we reach the design of a fault-tolerant scalable qubit?” A

target date of the year 2021 was given in 2015 by an IARPA7 announcement for proposals

to build: ”a logical qubit from a number of imperfect physical qubits by combining high-

fidelity multi-qubit operations with extensible integration” [24] 8.

The second value is: ”How many physical qubits will we need to break RSA-2048?

. . .Current estimates range from tens of millions to a billion physical qubits.” These

estimates depend on a lot of factors. Mosca names a subset: the efficiency of fault-

tolerant error-correcting codes, the physical error models and error rates of the physical

quantum computers, optimizations in the quantum factoring algorithms, and the effi-

ciency of the synthesis of factoring algorithms into fault-tolerant gates [24].

7Intelligence Advanced Research Projects Activity (IARPA) US Government.
8Mosca’s paper refers to http://www.iarpa.gov/index.php/research-programs/logiq
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The last value is: ”How long will it take to scale the scalable design to the size sufficient

to break RSA-2048?” Mosca notes that the rate of scaling depends on the availability of

tools, some of which are already available and some of which are being developed [24].

For the second value given by Mosca, a kind of structured approach is provided in

Appendix M of a paper by Fowler et. al. [10]. In this appendix they estimate the

amount of physical qubits for running Shor’s algorithm to factor N = pq, with N of

size 2000 bits, based on a surface-code implementation for fault-tolerance. Similar work

is done by Amy et. al. for running Grover’s algorithm to break SHA-256 and SHA3-

256 in [8]. Both use a similar method: choose the algorithm you wish to run, choose a

circuit implementing the algorithm (or design/optimize a circuit), choose a fault-tolerant

implementation and determine the required number of physical qubits and other physical

resources.

These physical resources need to be available on a quantum computer in order to run

the algorithm using the circuit. There are many different options for implementing the

required physical building blocks. Two papers, one using spin qubits and the other using

Josephson charge qubits, have implemented Shor’s algorithm factoring, integers N = 15

and N = 21 [25, 26]. These papers omit the fault-tolerant implementation and directly

implement the circuit on the physical layer. They do however provide a bridge between

two separate research fields, the research field studying quantum algorithm and the field

studying the physical realization of quantum building blocks [26].

Not only the realization of the physical building blocks is important but also the way

these building blocks work together. In a paper by R. van Meter et al. is stated that

the architecture used for the realization of a quantum computer ”can make the differ-

ence between an interesting proof of concept device and an immediate threat to all RSA

encryption”[27]. He makes this concrete by comparing the best known classical threat

to RSA, the number field sieve, with Shor’s algorithm implemented on different archi-

tectures running with different clock speeds. For a N of size 1000 bits the best known

classical algorithm takes more than a thousand years to factor N . The time needed

to factor a N of this size using Shor’s algorithm on different architectures ranges from

seconds to more than a thousand years [1].

This chapter provided a short overview on what a quantum computer is: a computing

device that exploits quantum-mechanical phenomena, such as superposition, entangle-

ment and interference. We also learned that a fault-tolerant architecture is needed to

cope with control and measurement errors and errors caused by decoherence. How-

ever fault-tolerance will come at a price, which will be explained in Chapter 4. The

next chapter will provide an overview of Shor’s algorithm and relevant quantum circuits

implementing this algorithm.



Chapter 3

Shor’s algorithm and logical

building blocks for

implementation

This chapter investigates the building blocks needed to run Shor’s algorithm efficiently.

First a description of Shor’s algorithm is given, followed by an introduction on quantum

circuits. These quantum circuits are used to implement algorithms. An overview is

provided of quantum circuits relevant for Shor’s algorithm and this chapter closes with

a reflection on the general building blocks needed to run Shor’s algorithm for a 2048-bit

integer N = pq.

3.1 Shor’s Algorithm

In 1994 Peter Shor showed that two important problems, for which we do not know

any efficient classical solution, could be solved efficiently on a quantum computer. He

gave a quantum solution for the problem of finding the prime factors of an integer and

a solution for the so-called discrete-logarithm problem [21].

In his paper, P. Shor shows that the problem could be solved in polynomial time by

dividing it in four steps [21]. To achieve this speed up only one of these steps, Step II,

needs to be executed on a quantum computer. The other three steps are executed on a

classical computer [15].

15
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Shor’s Algorithm

Let N = pq for two large prime factors p and q. In order to find p and q, follow the

steps below.

• STEP I: Choose x such that 1 < x ≤ N − 1.

Compute the Greatest Common Divisor (GCD) of x and N to make sure that

they are relative prime (GCD(x,N) = 1).

Note that if GCD(x,N) �= 1, then GCD(x,N) = p or q and we can stop the

algorithm.

• STEP II: Solve the discrete-logarithm problem for a given x and N , i.e. find

the smallest hidden period r, such that xr ≡ 1 mod N .

• STEP III: Check if r is even. If r is odd, then restart at STEP I. If r is even,

then derive:

xr ≡ 1 mod N

xr − 1 = 0 mod N

xr − 1 = cN (where c is an integer.)

(xr/2 − 1)(xr/2 + 1) = cpq

• STEP IV: Calculate p = GCD((xr/2 − 1), N) and q = GCD((xr/2 + 1), N).

Note for STEP I that the GCD can be calculated using Euclid’s algorithm:

GCD(x,N) : r1 = N mod x, where 0 ≤ r1 ≤ x− 1 ;r2 = x mod r1, where 0 ≤ r2 ≤ r1;

r3 = r1 mod r2, where 0 ≤ r2 ≤ r1; . . .; rn = 1; gcd = rn−1 [15].

Note for STEP II the periodicity results from repeated multiplication with x. The

sequence: 1 = x1 mod N, x2 mod N, x3 mod N, . . ., will start to cycle after a while:

there is at least an 0 < r ≤ N − 1, for which holds xr = 1 mod N , where r is called the

period of the sequence [13]. For an example, see Appendix A.

Note for STEP III it can be proven that r is even with a probability ≥ 0.5 that and

(xr/2 − 1) and (xr/2 + 1) are no multiples of N . The proof, using basic number theory,

can be found in [13] on page 29.

STEPs I, III, IV can all be run on conventional computers. The challenge arises at

STEP II, the quantum step of Shor’s algorithm. This step will be further explained

after a short introduction to quantum circuits.
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3.2 A brief introduction to quantum circuits

To understand how STEP II can be implemented on a quantum computer, quantum

circuits should be investigated.

Quantum circuits are made of wires and gates that together implement an algorithm.

An algorithm is a precise recipe for performing a computational task, e.g. prime fac-

torization [2]. A gate maps an input quantum state to an output quantum state. The

wires represent the quantum states and show the connections between input and output

of the gates. This is summarized in Figure 3.1.

Figure 3.1: The different elements of implementing a computational task.

Figure 3.2 shows an example of a simple quantum circuit. Any quantum operation

(gate) can be represented by an M ×M complex-valued matrix U , which is an unitary

matrix, meaning that its inverse U−1 equals its conjugate transpose U∗. Any quantum

operation is by definition reversible.

Example: Simple quantum circuit

Figure 3.2: Example of a simple quantum circuit.

A simple quantum circuit consisting of the following operations: 1. qubit initializa-
tion, 2. single-qubit gates, 3. two-qubit gate, 4. single-qubit gate, 5. a measurement.
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A quantum state (the state of the wire) |φ〉 is represented as a M-dimensional vector

(μ1, . . . , μM )T . If a unitary operator transforms this quantum state to an output state

|ψ〉, which is represented by a M-dimensional vector (λ1, . . . , λM )T , then this will be

denoted as |ψ〉 = U |φ〉 or: ⎛
⎜⎜⎜⎜⎜⎝
λ1

λ2
...

λn

⎞
⎟⎟⎟⎟⎟⎠ = U

⎛
⎜⎜⎜⎜⎜⎝
μ1

μ2
...

μn

⎞
⎟⎟⎟⎟⎟⎠ .

Depending on the complexity of the quantum operation the quantum gate may be built

from other gates implementing parts of the quantum operator. There are many different

gates. A set of gates is called universal if all other unitary transformations can be

built1 from that set [13], see Figure 3.1. Figure 3.3 shows an example of an important

single-qubit gate, the Hadamard gate, which maps the input state |0〉 to an output state
1√
2
(|0〉+ |1〉), a superposition.

Example: Hadamard gate

Calculation: |γ〉 = H|0〉 , with H =
1√
2

(
1 1
1 −1

)

=
1√
2

(
1 1
1 −1

)(
1
0

)

=
1√
2

(
1
0

)
+

1√
2

(
0
1

)
=

1√
2
(|0〉+ |1〉)

Figure 3.3: Example of a gate operation: the input |0〉 is multiplied by the
Hadamard transform implemented by a Hadamard gate. This produces an output

in superposition: 1√
2
(|0〉+ |1〉).

A different type of quantum operator is the measurement operator, which is non-

reversible. When measuring in the computational basis, the quantum state |φ〉 =

(μ1, . . . , μM )T , is forced into the classical state |j〉 with probability |μj |2, this is the

squared norm2 of the amplitude μj [13]. There are other types of measurements that do

not force a quantum state into a classical state, this type of measurement is needed for

a fault-tolerant implementation of Shor’s algorithm and will be addressed in Chapter 4.

1The set of all single-qubit operations together with the two-qubit CNOT gate is universal [13]. Other
sets approximate any other unitary arbitrarily well using circuits of only these gates. It has been proven
in the Solovay-Kitaev theorem that this approximation can be done efficiently [13].

2Amplitude μj is a complex number μj = a+ ib, where a and b ∈ R and i2 = −1, the squared norm:
|μj |2 =

√
a2 + b2.
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In this short introduction to quantum circuits we have seen that algorithms are repre-

sented by quantum circuits. These circuits are built using quantum gates and wires.

Quantum gates implement unitary transforms which makes the gates reversible. In the

next section, Step II of Shor’s algorithm is discussed and visualized using a general

circuit implementation.

3.3 The quantum step in Shor’s algorithm

STEP II, finding the smallest period r of x mod N , is called order finding, because

in the discrete-logarithm form factoring has a periodic structure [15]. The process of

finding the order r can be summarized in six main steps [15, 21, 25, 26].

1. Initialize quantum registers.

2. Generate a superposition on the qubits in the first register.

3. Compute the modular exponentiation: f(x) = ax mod N , for a given N , a and x

and use the second register to store the values of f(x).

4. Apply the Quantum Fourier Transform (QFT) to the first register.

5. Measure the first register to get an indication of the period r.

6. Use a classical computer to perform post-processing to obtain the period r.

Figure 3.4 shows a general implementation of Step II, the steps are executed from the

left to the right. The lines represent the wires and the blue boxes the gates implementing

the quantum operations. The last box on the right (CP) is a classical post-processing

step, and not a quantum gate. The steps are briefly explained using various sources

[15, 21, 25, 26]. The description of the modular exponentiation, Step 3, also uses the

V.Meter’s thesis [1] as a source.

Figure 3.4: Example of a gate implementation of Step II of Shor’s algorithm, derived
from [25, 26]. CP refers to Classical Post-Processing.
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3.3.1 Initialization

To start the procedure of finding primes p and q, two quantum registers are prepared.

The first quantum register contains n = 2	log2N
 qubits in state |0〉, where N = pq. The

second quantum register contains m = 	log2N
 qubits in state |1〉. The first quantum

register is used to store the values of x, the second quantum register will be used to

store the values of f(x) = ax mod N .

3.3.2 Superposition

The next step, Item 2 of Figure 3.4, puts the quantum states of the first register in

superposition by applying the Hadamard gate to each qubit individually (H⊗n). This

results in the state: 1√
2n

∑2n−1
x=0 |x〉|0〉. Note this is similar to the example in Section 3.2,

only now for n qubits.

3.3.3 Modular Exponentiation and entanglement

Item 3 of Figure 3.4 contains two steps, modular exponentiation and entanglement. The

modular exponentiation problem is: Compute f(x) = ax mod N , for a given N , a and

x. The result, the values of f(x), are stored in the second register. Computing the

modular-exponentiation problem is considered the most resource-intensive step of the

quantum part of Shor’s algorithm, as it consumes the most time and space.

Modular exponentiation is realized using modular multiplication building blocks, which

on their turn are realized using blocks that perform modular addition. These last blocks

are built from blocks performing addition and comparison, see Figure 3.5. The construc-

tion of the modular multiplication using these two building blocks can be compared to a

classical variant of writing an exponent as a set of multiplications and a multiplication

as a sum. Mathematically: αβ = α · α · · · · · α︸ ︷︷ ︸
β times

and ν · μ = ν + ν + · · ·+ ν︸ ︷︷ ︸
μ times

.

Figure 3.5: Building blocks of modular exponentiation, derived from [1].

The quantum building blocks realizing the add-functionality are referred to as quantum

adders and the quantum building blocks realizing the multiplication-functionality are

referred to as quantum multipliers. There are many different implementations of these

building blocks, as we will see in Section 3.4.
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Entanglement

The next step is to use a unitary operator Uf to entangle the input state x with the

corresponding value of f(x), this results in the state: 1√
2n

∑2n−1
x=0 |x〉|ax mod N〉. This

state is periodic with (hidden) period r.

The periodicity results from repeated multiplication with x. The sequence: 1 = x1

mod N, x2 mod N, x3 mod N, . . ., will start to cycle after a while: there is at least an

0 < r ≤ N − 1, for which holds xr = 1 mod N , where r is called the period of the

sequence [13]. For an example, see Appendix A.

3.3.4 Quantum Fourier Transform

Using the Quantum Fourier Transform as a quantum operator, realizes the quantum-

mechanical phenomena of interference. Applying the inverse Quantum Fourier Trans-

form (QFT−1) to the first register reveals the periodic property of the created state.

This results in: 1
2n

∑2n−1
x,y=0 exp (2πixy/2

n)|y〉|ax mod N〉. Positive interference, the am-

plification of the amplitudes, occurs when y = c2
n

r , for an integer c. For more detail see

Appendix B.

3.3.5 Measurement

In this step the first register is measured. The positive interference caused a high prob-

ability of obtaining measurement result y for which holds that y
2n = c

r , where y and 2n

are known and c and r not. Note that the exact value3 of this probability depends on

the value of r, the integer c and n, more information can be found in Shor’s extended

paper [21].

3.3.6 Classical post-processing

The last step, Item 6 of Figure 3.4, is to extract period r out of the obtained y
2n = c

r .

To find this period a technique called Continued Fraction Approximation is used. This

technique can be implemented and run efficiently on a conventional computer, using

classical computation. The mathematical steps can be found in e.g. [13].

These six steps are part of STEP II of Shor’s algorithm, the process of finding the order r.

We have seen that Shor proposed an probabilistic algorithm which factors N = pq, with

large primes p and q, in four steps I-IV. The proposed algorithm does not only utilize the

quantum-mechanical phenomena like superposition, entanglement and interference but

also needs classical computation, that can be run efficiently on a conventional computer.

3The probability of obtaining the required output will be at least 1
3r2

if |{rc}2n | ≤ r
2
, with |{rc}2n |

the residue that is congruent to rc mod 2n, see Shor’s extended paper [21].
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3.4 Quantum circuits relevant for Shor’s algorithm

To investigate the likelihood that there is a quantum computer that can run Shor’s

algorithm efficiently we focus on the most resource-intensive step of the quantum part of

Shor’s algorithm, the modular exponentiation. This part of the algorithm will dominate

the physical requirements that are needed on a quantum computer [21].

To understand the physical requirements, first the logical requirements need to be inves-

tigated. Figure 3.6 shows the different layers for analyzing Shor’s algorithm. The logical

requirements depend on the optimization choices or restrictions applied while designing

a modular exponentiation circuit. Providing insight in these design choices is the topic

of the next section.

Figure 3.6: Different layers and the elements of these layers for analyzing the different
resources required for running Shor’s algorithm, based on [8].

3.4.1 Comparing quantum circuits

The quantum circuits discussed in this chapter, are executed in the logical layer, see

Figure 3.6. These quantum circuits are compared using two parameters: The first

parameter is the number of required logical computational qubits (wires) also referred

to as the circuit width. The circuit width gives an indication for the space the quantum

circuit requires. The second parameter is the logical circuit depth.

The circuit depth is defined as the number of sequential gates within a circuit [28].

This parameter is used as an indication for the duration of the algorithm. The actual

execution time will depend on the implementation on the physical layer and on the

different physical gate and measurement times4. However, to allow an early comparison

of different circuits, the duration of all gates and measurements are assumed the same.

This enables to express the duration or circuit depth in the number of gates.

Most of the time the values the circuit depth and width are expressed as indication of

complexity. This is represented in orders, using the big O notation, or in a polynomial

4Note: on the physical layer is the measurement time longer compared to the gate execution times.
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representation. Note the big O notation is also used for the comparison or analysis of

algorithms in the field of classical computer science.

3.4.2 Overview of quantum circuits relevant for Shor’s algorithm

In 2005 S. Devitt, A. Fowler and L. Hollenberg published an overview [28] of proposed

circuit designs for modular exponentiation (Item 3 in Figure 3.4), their results are sum-

marized in Table 3.1. The results provided are accurate to the leading order in m, where

m = log2(N) and N is the integer of bit length m that needs to be factorized.

Circuit’s optimiza-

tion criteria

Number of

Qubits

Circuit

Depth

Reference

Conceptual simplicity � 5m O(m3) ”V.Vedral, A.Barenco, and A.Ekert,
Quantum Networks for Elementary
Arithmetic Operations, Phys. Rev. A
54, p. 147, 1996.”

Running time O(m2) O(mlogm) ”P. Gossett, Quantum carry save arith-
metic, quant-ph/9808061, 1998.”

Number of qubits � 2m
(2m+ 3)

� 32m3 ”S. Beauregard, Circuit for Shors al-
gorithm using 2n+3 qubits, Quan-
tum Information and Computation
3, p. 175, 2003.”

Time/Space - Trade-
off I

� 50m � 219m1.2 ”C.Zalka, Fast versions of Shors
Quantum Factoring algorithm,quant-
ph/9806084, 1998.”

Time/Space - Trade-
off II

� 5m � 3000m2 ”C.Zalka, Fast versions of Shors
Quantum Factoring algorithm, quant-
ph/9806084, 1998.”

Table 3.1: Overview of proposed circuit design’s for Shor’s algorithm.

Each quantum circuit is designed with some design objective or an optimization goal.

For example the Beauregard circuit, third row in Table 3.1, is designed using the design

criteria: Minimize the number of (logical) qubits needed for factorization in polynomial

time.

The results above are just a snapshot in time. The field of quantum circuit design is

continuously improving. For example in v. Meter’s PhD thesis additional circuits are

described. Most of these other circuits focus on reducing circuit depth for the adder gate

building block [1]. When the the circuit depth and the number of gates is reduced, the

number of computational qubits will increase, this is also referred to as the time/space

- trade-off.

Selecting one of the circuits from Table 3.1 based on the best trade-off might be the best

option. However the logical resources, number of computation qubits and the number

of gates, for m = 2048 is significant and it is not yet clear how the logical resources can

be translated to physical resources.
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In a paper by A. Fowler et.al. [10] modular exponentiation circuits are compared using

different parameters. This paper relates more to the fault-tolerant layer of Figure 3.6

and therefore considers the parameters: the number of computational logical qubits, the

sequential number of Toffoli gates, and the total number of Toffoli gates. The reason for

choosing these parameters is, that the physical size of the circuit scales with the ratio

of the total number of Toffoli gates to the number of sequential Toffoli gates. To realize

practical large-scale quantum computing, circuit designers should therefore minimize

the number of these Toffoli gates used in their circuits.

3.5 Logical building blocks for running Shor’s algorithm

For Shor’s algorithm the building blocks can be roughly summarized as quantum state

initialization, unitary transforms, measurement operations and classical processing. On

the quantum logical layer the first three building blocks are translated to circuits using

logical gates and logical qubits.

The required logical resources depend on design choices or optimization’s applied when

designing the circuits. When making these choices there is always a trade-off between

the number of logical qubits and the number of logical sequential gates. This also known

as the time-space trade-off, as the number of logical sequential gates give an indication

for the duration of the computation and the logical qubits indicate an amount of space

the circuit occupies.

For example Beauregards circuit minimizes the required logical qubits to implement

Shor’s algorithm. This circuit requires approximately 2m logical qubits and 32m3 log-

ical sequential gates, where m is the bit length of the integer N = pq. Resulting in

approximately 4099 logical qubits and approximately 275 · 109 sequential logical gates

for m = 2048 bits.

Logical qubits and gates are capable of handling errors that occur. These errors occur

due to decoherence, control errors, measurement errors etc. This capability of handling

errors is realized by a fault-tolerant architecture. The next chapter examines the current

state of fault-tolerant architectures and how the logical building blocks can be translated

to a fault-tolerant architecture. Additionally current qubit hardware platforms that are

the most promising regarding fault-tolerant architecture implementation are examined.



Chapter 4

Fault-tolerant implementations

and hardware options

As we have seen in the previous chapter, the logical resources are significant for imple-

menting the modular exponentiation circuit for a N = pq of 2048 bits. Recall that it is

unrealistic to assume that running these large circuits will be without any errors, when

these circuits are implemented on physical building blocks. To investigate the require-

ments for a quantum computer, which can run Shor’s algorithm efficiently we need to

discuss quantum-error-correction (QEC) techniques.

QEC techniques make the realization of large-scale practical quantum computers feasible

by extending the possible execution time of a quantum state and by correcting errors

that occur. Fault-tolerance architectures use these QEC-techniques. Fault-tolerance

architectures are architectures that are designed to keep control over errors and as a

result enable large-scale quantum computation. Fault-tolerance architectures are the

topic of this chapter.

4.1 Fault-tolerant quantum computing

In a recent review by E. Cambell, B. Terhal and C. Vuillot different roads towards fault-

tolerant universal quantum computation are discussed [18]. In this review the surface

code is positioned as a promising architecture, because of its high-noise threshold, the

requirements of only 2-dimensional (2D) qubit connectivity and a T-gate that is relative

cheap to implement regarding the space-time overhead1.

1The space overhead or spatial overhead is formulated as the number of physical qubits that are
needed to form a logical qubit. The time overhead or temporal overhead is the difference in gate
execution on a physical gate and on a logical gate [18].

25
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A high-noise threshold is convenient, because the noise should always stay below the

noise threshold. Fault tolerance can only be achieved if the physical-error rate2 stays

below the noise threshold [18, 19, 29]. If this is achieved, then arbitrary long quantum

computations are possible with arbitrary accuracy[2]. This limits the impact of deco-

herence and faulty quantum gates [18] and make it possible to run Shor’s algorithm

successfully for a large N, such as 2048-bits. Note that the threshold is not a fixed

value, but it depends on multiple variables: the type of error model(s) applied, the QEC

method and architectural considerations, e.g. how the qubits can interact [18, 19].

4.1.1 Surface code

A fault-tolerant architecture can deal with errors as long as these errors can be identified.

Once these errors are identified, errors can be corrected in any subsequent (measurement)

operation. For the fault-tolerant architecture named surface code this is done using

classical control software, e.g. Edmonds’ minimum-weight perfect-matching algorithm.

This algorithm works perfectly for sufficiently sparse errors, but fails when the density

of errors increases [10]. Figure 4.1 gives an abstract representation of the steps taken by

the surface-code architecture to perform error correction.

Figure 4.1: Abstract representation of the error-correction steps.

Error detection

In order to ensure that the measurements, which are needed to identify the errors, do

not destroy the quantum system, the surface code applies a special type of procedure

for measurements. The quantum systems are repeatedly measured using a complete set

of commuting 3 stabilizers. An example for a two-qubit system is given in Appendix C.

Stabilizers are operator products and measure multiple quantum systems simultaneously.

Following this procedure the quantum system is forced into a simultaneous and unique

eigenstate of all the stabilizers, which preserves (stabilize) the quantum properties of

2The physical-errors occur due to information leakage, measurement errors, control errors, decoher-
ence etc.

3Commuting is a mathematical property, see Appendix C.
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the state. The detecting property follows by comparing measurement results. If the

measurement outcome is changed compared to earlier measurement results (eigenvalues),

then one or more errors are detected. The measurement outcome is the eigenvalue and

the measurement projects the quantum state into a stabilizer eigenstate [10].

The errors that are identified are stored in a Pauli frame. The Pauli frame functions as

a memory that is updated each code cycle [30]. As with classical errors some quantum

errors cancel each other out [10]. This gives the opportunity to optimize the error

processing. It depends on the optimization choices that are possible on the hardware

platform and the sequence of logic gate operations of the quantum circuit, when the

information from the Pauli frame4 is used to correct the errors [29]. Section 4.3 will

provide information about the hardware platforms.

Logical operations

The surface code architecture is not complete if it is not able to facilitate logical-gate

operations. The logical operations are built from the fault-tolerant Clifford+T-gate set.

The Clifford+T-gate set is an important universal gate set [18].The Clifford gates are

generated by the Hadamard gate, the S-gate5 and the Controlled NOT (CNOT)-gate.

However to achieve an universal gate set and to add quantum-computational advantage

a non-Clifford gate should be added6, this is the T-gate. The T-gate is a single qubit

gate, represented by T =

(
1 0

0 eiπ/4

)
.

The properties of the surface-code architecture allow to create a logical qubit state and

the logical Clifford-gate set. There are multiple options to realize these logical Clifford-

gates. Some examples, derived from [10], are given below:

• A logical qubit is created e.g. by entangling multiple physical qubits, using physical

CNOT operations and subsequent measurements.

• A logical qubit is initialized e.g. in an eigenstate of a qubit cut or hole. Holes are

created by turning off measurement qubits.

• A logical Hadamard operation is created by physical Hadamard gates and SWAP7

operations.

• The logical CNOT is created by e.g. a braid transformation8, which can entangle

two qubits.

4Note that after the information from the Pauli frame is used the Pauli frame is emptied to restart
the collection of information.

5S = diag(1, eiπ/2)
6Recall that with a universal gate set all quantum computations can be built.
7A swap is an exchange of quantum states between qubits [10].
8Braiding is a type of moving which enables entanglement. For surface coding a logical qubit hole is

moved between two holes of a logical qubit [10].
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To create a logical T-gate9 multiple techniques are possible, however the most promising

solution for this is magic-state distillation [18]. This magic-state distillation is also

referred to as state distillation or ancilla state distillation [10].

Magic states are realized via a procedure that filters noisy quantum states to better

quality states [18]. For this error-correcting codes and circuits, which involve single-

control multi-target logical CNOTs, are used [10]. The T-gate is then realized using the

magic states via a simple fault-tolerant circuit. Note that the T-gate is a few hundred

times as costly as the Clifford gates in terms of space-time overhead and is therefore the

most resource intensive building block [18].

Requirements for implementing a surface code architecture

The combination of state distillation and surface code is considered a competitive scheme

and currently this combination is the most practical option to create a fault-tolerant

architecture. If this practical most promising architecture is not suitable for requirements

and other constrains, then alternatives are possible. However these alternatives are work

in progress, e.g. work is needed to improve the noise threshold to be comparable with

the noise threshold of surface code [18].

Requirements for physical implementations Values

Minimum physical single-qubit gate fidelity 99%

Minimum physical two-qubit gate fidelity 99%

Minimum measurement fidelity 99%

Table 4.1: Requirements for implementing a surface-code architecture.

The requirements given to implement surface code on a physical platform are given in

[10]. Table 4.1 gives a summary of these requirements.

Section 4.3 provides insight if the current specifications of hardware platforms are able

to meet these requirements. First another requirement is derived, the number of physical

qubits required to run Shor’s algorithm on a surface code architecture.

4.2 A cost estimate for running Shor’s algorithm

From the previous section we have learned that the combination of state distillation

and surface code is considered a competitive scheme [18]. Appendix M of the paper

on surface code by A. Fowler et.al. [10] gives an estimate of the amount of physical

9Note that depending on the surface-code implementation the S-gate also needs ancilla qubits for
implementation, see [10].
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qubits for running Shor’s algorithm to factor a 2000-bit N = pq, using this competitive

scheme10. This sections provides a summary and a reflection on the steps taken and

results derived by Fowler et.al.

4.2.1 Circuit selection

Fowler et.al. starts with selecting a circuit that implements Shor’s algorithm which is

followed by a selection of the quantum adder circuit, see Figure 4.2. The selection

criteria is to minimize the number of Toffoli gates, which in the end minimizes the

required physical resources. More information about what a Toffoli gate is, can be

found in Appendix C

Figure 4.2: Fowler’s choices to select the relevant quantum circuits.

4.2.2 Determine the required logic resources

The next step is to determine the number of required basic logic resources for the most

resource-intensive part of the circuit. The logical resources are derived using the number

of logic Toffoli gates the circuit requires for factoring a 2000-bit N = pq. Toffoli gates are

build from T-gates, which need highly distilled ancilla states. The ”factories” producing

these ancilla states consume the most physical resources [10]. Figure 4.3 shows the steps

Fowler et.al. take to estimate the number of logic ancilla states.

10Note: the magic states as refered to in [18] are called distilled logical ancilla states [10].
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Figure 4.3: Scope and design choice made for estimating the required logical resources
for the modular exponentiation circuit.

4.2.3 Determine the required physical resources

The ancilla states needed for the T-gate should meet two requirements to ensure that

the modular exponentiation circuit makes negligible errors, which is needed for a proper

functioning of Shor’s algorithm. The first requirement is that the ancilla states are

produced at a sufficient rate to keep pace to the modular exponentiation circuit. The

second requirement is that the produced ancilla states should have a sufficiently small

logical error rate. To ensure a good fidelity of the circuit the final logic error rate of

|AL〉 should be of the order 10−14 − 10−15.

This final logic error rate is achieved by multiple distillation stages. In the set up

proposed in the paper by Fowler et.al. each distillation stage improves the error rate by

pnew = cp3input, where c is a characteristic of the distillation circuit with value c = 35.

Fowler et.al. assumes a pinput = 0, 005 as the initial error rate as input for the distillation

process.

The distillation circuit is implemented in surface-code to compensate for the errors,

assuming an error probability per surface code cycle of p = 0, 01, which results in a

required fidelity of 99,9%. To minimize the total footprint11 of the required circuit, the

surface-code distance of the first stage is reduced. This is possible because the following

stage will distill the remaining errors in order to achieve the required logic error rate.

11The footprint is defined as the number of logical qubits [10].
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Each distillation stage has it own surface-code distance. The surface-code distance for

each stage depends on six parameters, these are summarized in Figure 4.4. This figure

also gives a summary of the steps to determine the required number of physical qubits

to produce sufficient (high quality) ancilla’s.

Figure 4.4: Steps to estimate the amount of physical qubits needed to produce the
required ancilla states and parameters influencing this number.

The results derived in the paper by Fowler et.al. are summarized in the Figures below.

Table 4.2 shows the number of logical ancilla states required for the T-gates that are

the building blocks of the Toffoli gates. Recall that the Toffoli gates are the most

resource intensive building blocks of the modular exponentiation circuit. The table

shows that this number is significant higher as the required number of logical qubits for

the remainder of Shor’s algorithm.
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Estimates for the required amount

of logical components

Values for N Values for N = pq

for a size of 2000 bits

Ancilla states 280N3 ≈ 2, 2 · 1012
Qubits for the remainder of
Shor’s algorithm

2N 4000

Total number 280N3 + 2N ≈ 2, 2 · 1012

Table 4.2: Estimates for the required logical building blocks of Shor’s algorithm.

The required number of physical qubits to produce these logical ancilla states is given

in Table 4.3. The difference between the amount of physical qubits for the remainder

of Shor’s algorithm and the required amount for the production of ancilla states is less

as seen in Table 4.2. This is due to the optimization options that can be applied in

the ancilla factory, see Figure 4.4. The main optimization comes from the structure of

the ancilla factor, each distillation stage requires less physical qubits, which gives the

opportunity to reuse physical qubits. More information about this can be found in [10].

Estimates for the required amount of physical qubits For N = pq

of a size of 2000 bits

For ancilla production ≈ 2 · 108
For the remainder of Shor’s algorithm ≈ 1, 4 · 107
Total amount ≈ 2, 1 · 108

Table 4.3: Estimates of the required amount of physical qubits for Shor’s algorithm.

One of the main assumptions by Fowler et.al. was a T-gate that is highly time optimized.

This means that the T-gate is completed in one measurement time tM . The design of

the Toffoli gate results in a completion time of 3tM . The modular exponentiation circuit

has 40N3 sequential Toffoli gates this results in a completion time of 120N3tM . Table

4.4 gives the assumed measurement time tM and the time needed to factor a 2000bits

N = pq.

Time Values

Assumed code-cycle time 200ns

Assumed time required for a measurement (tM ) 100ns

Total time for the modulo exponentiation circuit 120N3tM
Estimation of the required time to factor a N of size 2000 bits 26, 7h

Table 4.4: A time estimation for Shor’s algorithm using the Fowler et.al. set-up.
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This section gave some indication for the physical requirements of running Shor’s algo-

rithm for a 2000-bit integer. This completed the list of requirements on the physical

platform, this is summarized in Table 4.5. We also obtained insight in the assump-

tions made creating this indication. These assumptions are an injection error rate of

pinput = 0, 005 for the ancilla factories, a error rate per code cycle of p = 0, 01, the

measurement time is tM = 100ns and a surface-code cycle of t = 200ns is possible.

Estimates for the physical implementation requirements Values

Minimum physical single-qubit gate fidelity 99, 9%

Minimum physical two-qubit gate fidelity 99, 9%

Minimum measurement fidelity 99, 9%

Minimum physical qubit coherence times 1− 10μs∗

Physical gate duration times 10− 100ns∗

Estimate of the required amount of physical qubits
to factor N = pq, with N of a size of 2000 bits. ≈ 214 · 106

Table 4.5: Estimates of the requirements for implementing Shor’s algorithm using a
surface-code architecture on a physical platform.

The physical gate duration times and the physical qubit coherence times, both indicated

with an asterix (∗) are derived using the assumption that the physical gate fidelities12

are at least 99% and the classical processor operates at clock speed of 3 GHz, with the

rounds of error detection applied at a speed of 106 to 107 Hz [10].

The next section will provide insight whether these assumptions can be realized on

physical platforms. However, it was not possible to reproduce all values based on the

information provided in the paper. For example: one of these assumptions could not

be verified as its source was not published. The assumption, or design choice, that

could not be verified was the highly time optimized T-gate see Figure 4.3. The paper

provided another T-gate circuit [10], which uses one or three CNOT-gates13. These

logical CNOT’s are created using a technology called braiding. Braiding uses several

move operations (3 − 4), which each take (1 + d) surface-code cycles. Each surface

code takes 200ns, realizing a T-gate, as mentioned in the paper would take on average

(1+3
2 ) · 4 · (1 + d) · 200ns, where d is the applied code distance, d is an integer and

d > 0. This takes significant more time to complete, than the assumed 100ns, the time

to complete a single measurement time operation. The design assumed for the T-gate

impacts the estimated requirements significant.

12This includes the measurement fidelity, because gate operations and measurements are using a
surface code architecture are strongly linked together [29].

13Note that the T-gate is a probabilistic gate. It produces 50% of the time a T †
L-gate, which can be

converted to a TL-gate using a SL-gate and consist of two CNOT-gates and Hadamard gates, see page
31 and 32 in [10].
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The error correction ability was tested by Fowler using simulation and error models.

To examine the real practical feasibility of the surface-code architecture results from

experiments needs to taken into account. However experiments applying large imple-

mentations of the surface-code architecture are not yet possible, because of the current

availability of physical qubits. What the current number of available physical qubits per

quantum chip is, is described in the next section.

4.3 Types of physical implementations

There are different options to create quantum mechanical states or qubits. Ion-trap

qubits, superconducting qubits, nitrogen-vacancy-center qubits, photonic qubits and

spin qubits are the most popular classes of technologies providing options to create a

qubit [31]. All technologies have their advantages and disadvantages.

To select which technology is likely to implement a fault-tolerant architecture multiple

parameters should be considered. The first parameter considered is the fidelity or pre-

cision of a two-qubit gate. The fidelity of a two-qubit gate should be above 99% to be

able to implement a fault-tolerant quantum computer [31], see also Table 4.1. It is far

from trivial that this requirement can be met.

However, in 2008 the ion-trap technology succeeded in meeting this requirement and,

in 2014 the superconducting technology succeeded in meeting this requirement. From

an evaluation of different qubit technologies made October 2016 follows that the other

technologies are still in progress of meeting the requirement [31]. This narrows down

the selection of technologies which are at this moment interesting to investigate for

surface-code implementations.

4.3.1 Ion-trap qubits as the hardware platform for surface-code archi-

tecture

Ion-trap qubits are realized using ionized atoms. These ionized atoms are trapped in

empty space by oscillating electric fields. The qubit is encoded in the direction of the

spin of the atom’s electrons with respect to an external magnetic field [31]. An example

is visualized in 4.5.

Different spins or orbits correspond to different states. The quantum states are resilient

to the environment [32]. This resilience also is shown by the qubit lifetime, the time

that a qubit can utilize its quantum mechanical properties. For ion-trap qubits this is

approximately 50 seconds.
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Figure 4.5: A visualization of ion-trap qubits with two different spin directions.

Gate operations used to be realized using laser beams. However if the number of qubits

increases, then the number of laser beams would increase. As the ion-trap qubits have

a size of approximately 1μm [31], this would mean that each laser beam needed to be

controlled with an accuracy of at least 1μm [32]. A new approach for gate operations

is to use microwaves. These microwaves are absorbed by the ion-trapped qubits only if

there is a certain separation between the different states. Using the electric field to push

the ions in the right magnetic field, changes the state [32]. A more detailed description

of this technique can be found in [33].

The advantages of ion-trap qubits is that they can operate at room temperature and

only need vacuum [31]. However, the time needed to perform a gate operation is larger

compared to other qubit technologies. For laser controlled gate operations the time is

approximately 50μs and for microwave controlled gate operations the time is approxi-

mately 3ms.

Where the two-qubit gate fidelity of 99,9% is sufficient to use the ion-trap technology

as hardware platform for the surface-code architecture, the number of qubits that are

currently available does not meet the estimated requirements depicted in Table 4.5.

Another challenge should be mentioned. Ion-trap technology uses a 1D-qubit connectiv-

ity, instead of the 2D-qubit connectivity required to implement a surface-code architec-

ture [29]. Therefore it is not possible to compare the estimated requirements for running

Shor’s algorithm one-on-one to the specification achieved by researches developing ion-

trap technologies.



36

4.3.2 Superconducting qubits as the hardware platform for surface-

code architecture

There are multiple types of superconducting qubits. An overview is provided by Wendin

[34]. Superconducting qubits are realized in electronic circuits made of superconducting

materials. These circuits should be kept in cryogenic temperature (∼ 10mK) to reduce

the electric noise, which influences the quantum state. The gate operations on qubits

are realized using microwaves and electric drivers.

Many type of superconducting qubits, like transmons, flux qubits and phase qubits are

built using Josephson junction based qubit circuits. In Figure 4.6 a basic equivalent

circuit for Josephson junctions based superconducting non-linear oscillator qubits is

depicted. Josephson tunnel element is depicted as a crossed box with an inductance LJ

and a capacitance CJ . Parallel to the tunnel element a capacitance C, and an inductance

L [35].

Figure 4.6: A basic equivalent circuit for Josephson junctions based superconducting
qubits, derived from [34, 35].

An advantage of superconducting qubits is that the two-qubit gate operation time, of ap-

proximately 50ns, is relatively fast when comparing the other qubit technologies. How-

ever superconducting qubits need to be operated at very low temperatures to maintain

the superconductivity and to minimize noise. To realize this extreme cooling expensive

dilution refrigerators need to be used [31].

The two-qubit gate fidelity of 99,4% is sufficient to use the superconducting technology

as hardware platform for the surface-code architecture. The paper of Campbell reports

several efforts with superconducting qubits to build a logical qubit using the surface-

code architecture [18]. However the estimate of the required physical resources in Table

4.5 assumes a fidelity of 99,9%. A lower fidelity, relates to a higher error probability per

code cycle (p), which is one of the parameters influencing the estimate of the required

amount of physical qubits. A higher error probability p will result in an increase of

the code distances d in order to achieve the requirements for successfully running the

modular exponentiation circuit. A higher code distance d will increase the number of

physical qubits per logical qubit, and therefore increase the total number of physical

qubits required [10].
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4.3.3 The current number of physical qubits on a quantum chip

The current number of physical qubits on a quantum chip differs per research lab. In-

creasing the number of available qubits seems like a race. One of the current objectives

is to achieve the level of 50 physical qubits level, e.g. IBM is currently testing a 50 qubit

prototype based on superconducting qubits [36]. Also Intel released a 49 superconduct-

ing qubit chip [37], and Google announced their hope to release a 49 superconducting

qubit chip [38]. This amount of qubits is supposed to be required to achieve quantum

supremacy.

Quantum supremacy is referred to as the situation that the output of a quantum com-

puter cannot longer be simulated on a classical computer. Classical computers can be

used to simulate quantum computers. The largest super computer, with ∼ 10 Petabytes

of memory is supposed to simulate ∼ 48 qubits [31]. Having 50 qubits is supposed to

enable quantum supremacy. However, when the level of 50 qubits is achieved the number

is still insufficient to be able to run Shor’s algorithm to factor a N = pq of 2048 bits.

4.4 Closing the gap

There are efforts to close this gap as a modular architecture is developed to form a

large-scale quantum computer out of many small modules [31]. The size of a large-scale

quantum computer, using this modular architecture for ion-trap technology, is estimated

to approach the size of a football stadium [32].

Currently an ion-trap quantum computer demonstrator is being built at the university

of Sussex, which will take 2 years to build starting from 2016. To have a large-scale

quantum computer available prof. Hensinger gives an estimate of 10+ years starting in

2016 [32]. Professor Hensinger is associated with the university of Sussex, this university

participates in the UK National Quantum Technologies Program.

Currently IBM, with the announcement of a prototype of 50 qubits, is the front-runner

for superconduction qubits. Note that D-Wave also uses superconducting qubits and

has a currently a larger amount of qubits, but the D-Wave quantum computers do not

facilitate circuit based quantum computation, see Appendix D, and are therefore not

included in this evaluation.

However the identified gap can also be closed by progress in error-correction schemes

and T-gate generation, which will reduce the fault-tolerant costs. Reducing the demand

side and increasing the supply side, see Figure 4.7, both contribute to closing the gap.
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Figure 4.7: Layers grouped in a demand side and a supply side in relation to the
physical resources. Both sides contribute to closing the gap.

Observe that the focus of this thesis is on breaking RSA by applying Shor’s algorithm,

but other algorithms can be broken by applying Shor’s algorithm, see Chapter 2. This

will result in other gaps as the demand side will results in different requirements.

4.5 Summary

In this chapter we have seen that a fault-tolerant architecture is necessary to implement

Shor’s algorithm in order to factor a N of size 2048 bits and to handle errors, which

occur during computation.

Currently the most promising fault-tolerant implementation is the surface-code archi-

tecture with magic state distillation to produce the necessary T-gates. However fault-

tolerant implementations come at a price. From the paper by Fowler on the surface-code

a estimation of the amount of physical resources required for running Shor to factor a

2000 bits N = pq was investigated.

This estimation was used to determine the most likely hardware implementations. Com-

paring the required physical resources with the available resources led to a significant

gap between the demand and the supply side.

There are many efforts to close this gap. The next milestone for the supply side is to

create a quantum chip with 50 physical qubits in order to show quantum supremacy.

However scaling up the number of controllable physical qubits or increasing the fidelity

of the physical gates is not the only pad to close the gap. Progress in error-correction

schemes or more efficient ways to create T-gates will also contribute in closing the gap.



Chapter 5

Reflection on the quantum threat

This chapter provides a reflection on the risk event defined for this thesis: The event

that Shor’s algorithm can be run on an available quantum computer and by running

the algorithm it is able to break RSA with a 2048 bit key (RSA-2048). The goal of this

reflection is to provide input for a risk assessment, to enable the risk assessors to make

informed decisions on how to act regarding the quantum threat.

First we provide a reflection on the likelihood and how this might evolve over time.

Second a method is presented to translate the technical impact as formulated by NIST,

see Chapter 2, to how this relates to the strategic risks of an organization. The reflection

on the impact is closed with a brief summary on how the quantum threat can impact a

highly ICT-dependant society.

In the section about how to act regarding the quantum threat, four options are described

and reflected upon. Additionally a brief introduction of two types of quantum-safe

solutions is provided as possible options for risk controls. The chapter is closed with the

introduction of a monitoring framework to monitor the quantum threat.

5.1 Likelihood

Chapters 3 and 4 provided information about the requirements to run Shor’s algorithm

and break RSA-2048 and information about the current state of quantum computers.

The focus of Chapters 3 and 4 was on the approach that is currently believed the most

likely approach, see Figure 5.1. In regard of this most likely realization, the gap analysis

showed that running Shor’s algorithm for a significant key size demands significantly

more than the current supply side can offer. An easy conclusion would be that the

likelihood of the quantum threat is negligibly small.

39
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Figure 5.1: Visualization of the options and choices made.

During the information gathering about the most likely path to realize a quantum com-

puter that can run Shor’s algorithm, multiple different options for realization were found

on each layer1. Some options were already mature enough to use in an experiment while

others needed theoretical improvement to gain sufficient advantage over the current most

likely alternative, like described for fault-tolerant architectures in Chapter 4.

This significant amount of variables makes it difficult to predict the exact year that a

large scale fault-tolerant quantum computer becomes available. This is also shown in

the estimates given by experts. The most precisely formulated estimate is probabilistic

and is 1/7 chance on availability in 2026, 1/2 chance on availability in 2031 [23]. It is

however not possible to evaluate the exact calculation of this estimate, because this is

proprietary information and not available for review.

1Note: the application layer has only one option, because we selected Shor’s algorithm as research
scope.
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For the likelihood we can conclude that the amount of variables makes it unrealistic to

formulate an exact, non-probabilistic, estimate when a large-scale fault-tolerant quantum

computer becomes available. However threats dynamically evolve over time, this is also

true for the quantum threat and the possibility to estimate an arrival time of a large-scale

fault-tolerant quantum computer. Three observations should be taken into account:

1. What is currently believed the most likely path might change to as less likely path.

At this moment in time other paths are possible, see Figure 5.1. These paths will

result in other demand-supply gaps, which in time might be more realistic to close.

This should be taken into account when evaluating the likelihood.

2. The different quantum research fields, which contribute to closing the gap, are not

static but dynamic. These fields are continuously evolving and solving problems

supported by significant funds, see [3, 39]. This should be taken into account when

evaluating the likelihood.

3. This thesis focused on Shor’s algorithm breaking RSA-2048. However Shor’s algo-

rithm also effects other cryptographic algorithms see Table 2.1. This will affect the

required physical resources and will result in a different gap. The different gaps for

different cryptographic algorithms should be taken into account when evaluating

the likelihood of the complete quantum threat.

Uncertainty about how the likelihood evolves over time is not a problem if the impact

of a risk is low. However the impact, that occurs when the quantum threat materializes

in a risk, can be severe depending on the context of an organization. What should

organizations do regarding this uncertain evolution of the likelihood if the impact cannot

be ignored? This issue is addressed in Section 5.3. First a brief reflection on the impact

is provided.

5.2 Impact

As discussed in Section 2.2 and Table 2.1 the impact of quantum computing in general is

significant. The impact of breaking and crippling crypto-systems is very clear for tech-

nically oriented people, as crypto-systems are a crucial part of almost all IT-systems2.

However, as cryptography is hidden within IT-infrastructures, the debate about the

quantum threat benefits from translating this technical impact of quantum computing

to the risks managed at board-room level.

2ETSI provides a list with parts of general IT infrastructure and applied crypto-systems [6].
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5.2.1 Method for translating the technical impact to strategic risks

To translate the technically formulated impact to how it effects the strategic risks of an

organization the following reasoning should be applied.

Organizations transform their unaccepted risks into accepted risks by applying risk con-

trols. A single unaccepted risk can be mitigated to an accepted risk by one or multiple

risk controls. Crypto-systems are one of the options to mitigate a risk. In practice this

is a frequently applied risk control.

If the applied crypto-systems are broken or crippled, then it is not longer an adequate

risk control. Depending on the other applied controls the risk level is changed. If the

risk level is reduced to an unaccepted risk level, then the impact is not longer only

formulated as breaking or crippling crypto-systems, but also formulated as not longer

being able to control an organization’s risk. In the box below an example is given.

Example - translating to GDPR compliance.

A concrete risk for an organization is non-compliance to regulation. For example non-

compliance to the EU’s General Data Protection Regulation (GDPR), which is part of the

data protection reform of the European Commission [40]. The GDPR will enter into force

on 24 May 2016, however it shall apply from 25 May 2018. Under EU law, personal data

can only be gathered for legitimate purposes and under strict conditions. Organizations

which collect and manage personal data must respect certain rights of the data owners and

must protect it from misuse [40].

Protecting the processing of personal data includes protecting it when it is transferred and

when it is stored. An imported form of protection is provided by crypto-systems. When

these crypto-systems are not longer trustworthy, the protection of the personal data becomes

inadequate, which results in not being able to comply to EU regulationa.

This example translates the impact of the quantum threat from breaking or crippling crypto-

systems to non-compliance to regulation.

aIn this particular case also a financial penalty can given.

5.2.1.1 Actors involved in strategic risk-management for listed companies

The risk of not being compliant to relevant regulation is a risk that is addressable at

an organization’s management board, as being compliant to the relevant regulation is

the responsibility of the management board. The Dutch Corporate Governance Code

(DCGC) of 2016 provides guidance3 for effective cooperation and management of listed

companies. Not only the management board is defined as an actor regarding the strategic

3Starting January 1, 2018 the Dutch law requires all Dutch listed companies to report on the com-
pliance with the DCGC [41].
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risk-management, but also the supervisory board. Their responsibility is to supervise

the effectiveness of the organization’s internal risk-management and control systems.

For these tasks reports, from the audit committee are used [41].

The audit committee monitors the management board on several items. One of the

items is the application of ICT by the company, including risks related to cyber security

[41]. If a translation can be made from the technical impact of quantum computing4 to

not adequately controlling a strategic risk, then it is justified for the audit committee

to include the quantum threat in the reports provided to the supervisory board. Rec-

ommendation on how organizations act regarding the quantum threat is the topic of

Section 5.3.

5.2.2 Impact of the quantum risk to society

The scope of the previous section is limited to organizations, however because our society

increasingly depends on the benefits from ICT [42], the quantum threat also should be

evaluated for our society. When the quantum threat materializes in a risk it has positive

consequences and negative consequences.

The quantum computer is supposed to be of great value for research in the field of

medicine, material science and energy [3]. But also promises to solve computational

problems in the research areas of transport, logistics and artificial intelligence [4]. These

promised benefits result in large investments worldwide in the different fields related

to quantum computing [3, 39]. To enjoy the benefits from the quantum computer as a

society, the negative consequences should be minimized when possible.

ETSI published in [6] a list of IT-infrastructure-building blocks that are vulnerable, when

there is a large-scale fault-tolerant quantum computer available. This list includes the

certificates used for Public Key Infrastructure (PKI) issued by commercial CAs, Digital

Signatures used for Secure Software Distribution, Secure Email (i.e. S/MIME), Virtual

Private Networks (i.e. IPsec) and, Secure Web Browsing (SSL/TLS). The used security

protocols SSL/TLS, SSH and IKE/IPsec rely almost exclusively on key exchange using

RSA, Diffie-Hellman, or Elliptic Curve Cryptography. The certificates used for PKI and

the certificates used for S/MIME contain RSA public keys [6].

All these IT-infrastructure-building blocks are used to enable society to benefit from

ICT. To name some of the benefits: online shopping and banking, online access to your

health-care test results, online registration for social funds for citizens, online access

your kids daycare reports or student files, providing citizens online trusted information

4Recall this refers to the NIST table and can be summarized as breaking or crippling crypto-systems
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about taxes, but also about calamities, etc. Not being able to trust these building

blocks supporting these and other online services cripples society. In order to prevent

this negative consequence for society, society should act.

5.2.2.1 Actors involved

The question remains who should act and what should be done. To answer the who-

question the second cyber security strategy (NCSS 2) of the Netherlands provides an

answer. Three type of actors are defined in the NCSS 2, citizens, businesses and govern-

ment. The responsibilities of these actors follow the underlying fundamental principle

that the responsibilities that apply in the physical domain should also be taken in the

digital domain [42].

Citizens are responsible for some skills using ICT like browsing on the internet and

apply some basic cyber-hygiene. This cyber-hygiene includes installing updates, but not

knowing how these updates work or what type of encryption is involved [42]. Using

the right type of encryption is a responsibility of the business or the government who

provides the ICT-service or software used by the citizen.

Businesses, defined as providers of ICT networks and services or other ICT-based ser-

vices, have a specific responsibility with respect to their clients. This responsibility is

also referred to as the duty to care. The NCSS 2 states that this responsibility is prefer-

ably achieved by means of self-regulation [42]. The approaches described in Sections

5.2.1 and 5.3 give businesses the tools to act on the quantum threat.

The government is responsible for its own ICT services and as a regulator and facilitator

responsible for providing adequate information. Steps to provide information are already

taken, e.g. the report on post-quantum cryptography from the National Cyber Security

Center (NCSC) [7]. However the role of the NCSC can be expanded as will be described

in Section 5.4.

One of the core tasks of the government is the prevention of social disruption [42].

Considering the negative impact on society, the government should at least monitor the

progress of risk mitigation for the vital sector. If this progress is insufficient, then the

government should act in a controlling manner. Note that the progress depends on the

progress the availability of standardized quantum-safe solutions, see Section 5.3.6. A

framework for monitoring the quantum threat is proposed in Section 5.4.
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5.2.2.2 Management of the interdependence between the actors involved

To manage the increasing dependency between the three actors and the pursue of a

balance between security, freedom and social-economic benefits, three management areas

are defined in the NCSS 2: (self)regulation, transparency and knowledge development.

For the quantum threat all three areas are relevant. As self-regulation refers to the

development of standards, this also applies to standards for quantum-safe solutions, see

Section 5.3.6. Transparency is about sharing applied solutions, this could for example be

applied for how businesses and the government monitor and act on the quantum threat.

Knowledge development and sharing are the most important management areas regard-

ing the quantum threat, because of the high impact on society, the uncertainty on when

the likelihood increases significantly and given that the mitigating measures are in the

process of standardization, see Section 5.3.6. How to act on the given uncertainties and

creating understanding between the different positions regarding the quantum threat

helps to determine the most effective risk-treatment plan for society.

However the quantum threat does not only have consequences for the Netherlands but

for all countries that heavily depend on ICT. The Netherlands could use its ambition,

as formulated in the NCSS 2, to play a prominent role in the search for new coalitions

in which all parties involved are represented in order to reach internationally accepted

standards related to actions in the digital domain to mitigate the negative consequences

of the quantum threat. This should be part of an effective risk-treatment plan, because

of the internationally interconnected character of our digital infrastructure.

5.3 How to deal with the quantum threat?

As discussed in Section 5.1 the current likelihood of the risk event is small and it is not

possible to determine an exact date when the threat materializes. This uncertainty on

how the likelihood evolves does not justify a long resource-intensive process of developing

a plan of action or risk-treatment plan at this moment in time. However considering

the impact, the quantum threat can not be ignored. In this section four options are

discussed. The first relates to actions when the screening of risks results in insignificant

risks for an organization. The second and third option relate to a more detailed risk

assessment. The second is to determine the risks and the third includes risk treatment

actions. The last option is to treat the quantum threat without further risk assessment.
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5.3.1 Option 1: Delaying the action plan

When after screening the risks it is decided that the quantum threat only poses an

insignificant risk regarding the organization’s responsibilities, then limited action is re-

quired. However when screening the risks, two important factors should be taken into

account:

• Data collection and storage possibilities.

Current technologies enable large-scale copying of information and storing this

information for a long time. This is also possible for encrypted information. If

this encrypted information is stored long enough, then eventually a large-scale

quantum computer is able to decrypt it [11]. Some of this decrypted information

may have lost its value over time, but there is also information that retains its

value for longer periods of time, like health-care records and state secrets.

This scenario is important for all organizations that work with valuable information

that has a long retention time and which damages the organization when the

information is leaked and decrypted even after a longer period of time.

• Migration time.

NIST states that it has taken 20 years to deploy our current public-key infras-

tructure, and it will take a significant effort to ensure a safe and non-disruptive

migration [5]. The migration time differs for each type of organization. The choice

for risk-assessment and mitigation approach will determine if the necessary efforts

can be balanced, see Section 5.3.3.

The migration time for the organization should be taken into account when screen-

ing the risks regarding the quantum threat.

If after considering these factors delaying is still the best option, then limited action is

required. The action that is required, is regular monitoring and reviewing the risk.

5.3.2 Option 2: Mosca & Mulholland’s Methodology for quantum risk-

management

For organizations that like to perform a risk-assessment to determine their risks related

to the quantum threat two options are provided. The first is described in this section,

the second in Section 5.3.3.

In January 2017 the Global Risk Institute published a Methodology for Quantum-Risk

Assessment (QRA) consistent with risk-assessment models such as NIST, and using

Mosca’s ”x, y, z”- quantum - risk model [22] accompanied by several recommendations.
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The main recommendation is to act now by including Mosca & Mulholland’s QRA to the

regular risk management process. The QRA that is proposed by Mosca & Mulholland

has six phases and is summarized below:

• Phase 1 Identify and document sensitive and valuable information assets, and

their current cryptographic protection including the type of encryption, the key

generation method, key storage and how they are applied. Also include the origin

of the related tools and appliances.

• Phase 2 Research the state of emerging quantum computers and quantum-safe

security measures. Estimate the timelines for availability of these technologies.

Influence the development and validation of quantum-safe security measures. This

is a continuous process.

• Phase 3 Identify threat actors and estimate their time to access quantum tech-

nology. This is element ”z” in Mosca’s model.

• Phase 4 Identify the lifetime of your assets: how long should the information kept

secure. This is element ”x” in Mosca’s model. And identify the time required to

transform to a quantum-safe solution. This time is element ”y” in Mosca’s model.

• Phase 5 Determine the quantum risk by calculating whether business assets be-

come vulnerable before the organization can move to protect them. If x + y ≤ z,

then you can determine when it is time to start preparing. If x+ y > z, then you

are already at risk.

• Phase 6 Build a road-map to a quantum-safe company. Include a prioritized

list of activities that are required to maintain awareness and include activities for

migration to a quantum-safe state.

For Phase 2 it is recommended to have a dedicated team of quantum experts or to

have a relationship with an organization specializing in quantum technology [22]. At

Phase 3 it is also recommended to investigate if new threat actors might emerge once

quantum computing becomes a reality. It is also recommended to understand which of

your vendor’s IT products will be affected and what are their preparations to manage

this risk. The last recommendation is to evaluate the state of the quantum-migration

planning of your network-and-security vendors as part of your current procurement

processes.
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5.3.2.1 Reflection on Mosca & Mulholland’s quantum-risk assessment

Mosca & Mulholland’s QRA is an (information) asset-based approach, which is com-

mon for many risk assessment methodologies [22] and will fit easily in many used risk-

assessment processes. This approach will result in a thorough analysis of which assets

are at risk.

The approach needs a current inventory of sensitive and important assets, as described

in Phase 1 of the QRA. A current inventory of sensitive assets is also useful for other

security-related processes. However, if such an inventory is not already in place or when

the required information on their current cryptographic protection is not in place, then

adding this information and keeping it up-to-date will require significant investments.

Considering that the current estimates of the risk materializing are not in the distant

future 5, these investments can not be justified for all organizations.

Another possible drawback of this method is that if the results from Phase 5 determine

that you are already at risk, then this approach will slow down the response time as it

depends on information obtained from the previous phases. In the next section a more

pragmatic approach is proposed, this approach will reduce the amount of efforts needed

for Phases 2 and 3.

5.3.3 Option 3: A pragmatic approach

This section proposes a pragmatic approach for assessing and acting on the risks re-

garding the quantum threat. The main objective of the pragmatic approach is to find

a balance between the required investments for assessing and acting, and the current

uncertainty about when the risk materializes.

Check if the technical impact translates to strategic risks

This pragmatic approach does not identify the risks by evaluating the sensitive and

important information assets, but identifies if the strategic risks of an organization are

impacted by the quantum threat. The impact on the strategic risks is evaluated using

the method provided in Section 5.2. The strategic risks of an organization are already

formulated as required by regulation, e.g. in the DCGC [41].

5Recall from Section 5.1, that the most exact estimation is: 1/7 chance on availability in 2026, 1/2
chance on availability in 2031.
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The required actions depend on the impact on the strategic risks

After applying the method for translating the technical impact to the impact on strategic

risks of Section 5.2.1, roughly three scenario’s can occur.

• Controlling6 the strategic risks requires applying crypto-systems,

• Controlling the strategic risks does not require applying crypto-systems, but the

organization depends for its business operations on IT provided by third parties,

• Controlling the strategic risks does not require applying crypto-systems, and the

organization does not depend on IT provided by third parties.

If controlling the strategic risks does require applying crypto-systems, then this strategic

risk should be assessed again using the scenario that a large-scale quantum computer is

available. If the remaining controls are not sufficient to reduce the risk to an acceptable

level, then quantum-safe solutions as described in Section 5.3.6 should be applied. The

urgency for migration depends on the context of the risk. Monitoring the risk helps to

determine if the urgency changes. Input for the monitoring of the quantum threat can

be found in Section 5.4.

In this first scenario it is possible that part of the IT is outsourced or managed by a

third party. In that case the current contracts should be evaluated to ensure that these

contracts support risk mitigation to quantum-safe solutions.

If controlling the strategic risks does not require applying crypto-systems, but the or-

ganization depends for its business operations on IT provided by third parties, then

the organization should consult their relevant suppliers to understand how these third

parties ensure compliance to standards and regulations (like e.g. GDPR) regarding the

quantum threat. Together should be decided if strategic risks are impacted and if a

mitigation plan should be formulated, to ensure that the identified strategic risks stay

on an accepted risk level.

If controlling the strategic risks does not require applying crypto-systems and the or-

ganization does not depends on IT provided by third parties, then no direct urgency is

identified and only the steps as described in the next section are required.

Create a quantum-safe baseline for the future

All three scenario’s described above need to ensure that the quantum threat does not

introduce new unknown risk for the organization. To ensure this the organization should

make the following strategic decisions:

6controlling refers to mitigating to an acceptable risk level.
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• The procurement department should add in every new IT contract a paragraph

that states that standards for crypto-systems must be followed including the rec-

ommendations made on quantum-safe solutions by the standardization institutes.

• New business strategies should be assessed using the scenario that a large-scale

quantum computer is available.

Making the first decision ensures a smooth and secure migration to a quantum-safe

organization, including all IT assets provided by suppliers. The second decision ensures

that if new business strategies are rolled-out with a quantum-ready design, making sure

that this does not result in additional investments after implementing the new strategy.

5.3.3.1 Reflection

This approach differs from Mosca & Mulholland’s QRA method as it is not an (informa-

tion) asset-based approach. The pragmatic approach starts with determining the impact

on the organization’s strategic risks. If strategic risks are effected, then a mitigation plan

should be made. IT-infrastructure components that are not related to a strategic risk

are mitigated with a low priority via standard IT procedures initiated by contracts with

suppliers as part of creating a quantum-safe baseline for the future.

This approach saves scarce resources and unjustifiably large investments. This creates

balance between the current uncertainty about when the risk materializes and the in-

vestments required to investigate the risk and act on it.

5.3.4 Option 4: Risk-treatment without assessment

Acting on the quantum threat without any risk assessment is not advised. Part of the

risk-analysis phase is to assess the controls. This assessment include the current controls,

but also new controls which are supposed to mitigate the risk level to an accepted level.

Two important factors for the assessment of controls are: if the controls operate in

the manner intended and if they can be demonstrated to be effective when required.

Standardization of controls plays an important part in this matter. However the current

standardization process is still ongoing for post-quantum cryptography, see Section 5.3.6.

Starting mitigation without a finished standardization process needs additional risk as-

sessment on the possibility of introducing new risks. If the data involved is not valuable

for a long period of time, then it is recommended to monitor the availability of stan-

dardized quantum-safe solutions.
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5.3.5 ICT organizations

ICT businesses as formulated in the NCSS 2 or organization’s that have in-house de-

velopment of ICT-systems and services have to take additional actions to the actions

described for the first scenario in Section 5.3.3. These actions include training employees

to understand the quantum-threat and informing the employees about the organizations

strategy regarding the quantum-threat. This enables employees to answer questions from

customers and start embedding quantum-safe solutions in the road-maps they maintain.

5.3.6 Mitigating measures - Quantum-safe solutions

Fortunately not only the scientific fields related to using and building a quantum com-

puter are making big steps, but also the scientific fields protecting IT against the threats

of the quantum computer. In the quantum field, a quantum attack is an attack for which

an adversary uses the computational powers of the quantum computer. There are two

main solutions protecting against quantum attacks, the field of post-quantum cryptog-

raphy and the field of quantum cryptography.

Post-quantum cryptography

The field of post-quantum cryptography studies and develops classical algorithms. These

algorithms are not based on mathematical problems like factoring and discrete loga-

rithms, but on mathematical problems that are believed to be secure against quantum

attacks [24]. Because post-quantum cryptography are classical algorithms, they are

supposed to be easily migrated in current systems [7].

On November 30, 2017 NIST’s Computer Security Resource Center (CSRC) closed the

submission for public-key post-quantum cryptographic algorithms. Currently time lines

for selecting one of more algorithms and realizing the first draft standard are estimated

to be finished in the year 2022-2024 [43].

Depending on the urgency of the identified impacted strategic risk, this timeline could

be a problem. For example when the information that needs to be protected has a

long retention time regarding the information value and the scenario that an adversary

collects and and stores this information is considered likely. If this is the case, then now

is the time to address this using the knowledge development and sharing management

areas as defined in the NCSS 2. By addressing this problem other adequate mitigating

measures can be defined and supported by all parties.
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Quantum cryptography

Contrary to post-quantum cryptography the field of quantum cryptography uses quantum-

mechanical properties to obtain security. The main solution in the field of quantum

cryptography are quantum key distribution (QKD) systems. Quantum key distribution

systems use properties of quantum mechanics to continuously establish a secure sym-

metric key between two parties [2]. This quantum-safe key can be applied in symmetric

crypto-systems. By applying a large key size as prescribed by NIST [5] and applying a

high refresh rate of the key a quantum-safe solution can be created.

QKD systems are already commercially available for more than a decade [44]. These

QKD systems need a optical fiber to transmit photons between two parties for the key

establishment7. The distance between the two parties is limited to approximately 100

kilometer and the achievable key rate depends on the quality of the optical fiber and

the distance between the two parties [44]. However in September 2017 an article was

published in Nature on a satellite-to-ground QKD link achieving a kilohertz key rate

at a distance of 1200 kilometer in free space. This result is a step towards global scale

quantum networks [45].

5.4 A framework for monitoring the quantum threat

Monitoring helps to determine the evolution of the estimated time of arrival of a large-

scale quantum computer or the variable z from Mosca & Mulholland’s QRA method.

The information obtained from monitoring the quantum-threat helps an organization to

adjust their mitigation time lines when necessary and to keep in control of the identified

risks.

The monitoring framework can be derived from the findings in Chapters 3 and 4. Because

the focus of this thesis was on Shor’s algorithm for breaking RSA-2048, some additions

are made to make it possible to monitor the complete quantum-threat including the

quantum-safe solutions. Additions are made in the application layer, the physical layer

and the group quantum-safe solutions is added.

In the application layer the focus on Shor’s algorithm is changed to a more general for-

mulation: quantum algorithms that pose a threat to cyber security. Currently efforts on

realizing new quantum algorithms are made [36]. These algorithms could intentionally

or unintentionally result in positive or negative consequences for cyber security. Moni-

toring this field helps to detect new threats. In the physical layer the user-friendliness

7Note the optical fiber is needed as a quantum channel. No active components are allowed as these
destroy the quantum states encoded in the photon’s. Also a classical channel is needed for authentication
purposes.
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of the quantum computer’s interface is added, as will be explained below. Figure 5.2

shows the resulting monitoring framework for the quantum-threat including the most

important topics to monitor.

Figure 5.2: Visualization of the framework for monitoring the quantum threat.

User-friendliness of the quantum computer as monitoring topic

User-friendliness of the interface is very important for the further development of the

positive consequences of the quantum computer. User-friendliness of the interface of

a quantum computer is also included as monitoring topic for the quantum-threat as

it impacts the type of threat actors that might use the quantum computer to break

or weaken applied crypto-systems or other relevant part to cyber security. Adding

this topic provides organizations information to estimate the required knowledge that a

threat actor needs in order to use a quantum computer as part of their attack scheme.

Actors involved in monitoring the quantum-threat

Monitoring the quantum-threat is an important part of being able to adequate anticipate

the negative consequences of the arrival of a large-scale quantum computer. Considering

the current uncertainty about the time of arrival, all organizations in a highly ICT

dependant society need the information obtained from monitoring.

Monitoring the quantum threat will not be a straightforward task, because of the mul-

tiple relevant variables. Support from an informed party is needed [22]. The NCSS 2

describes the role of the National Cyber Security Center (NCSC) as expert authority,

providing advice to the involved private and public parties, both when asked and at its

own initiative [42]. This includes to advise on detected major vulnerabilities or at crisis
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situations. Monitoring the quantum-threat does not fit this description perfectly, but it

does not deviate much from the role of the NCSC.

The NCSC is therefore the best candidate to provide private and public parties with

information obtained from monitoring the quantum-threat. This information will also

support the NCSC in planning which type of advice is needed at what moment in time.

It will also provide the NCSC tools for deciding when it is time to escalate, e.g. when the

progress in the vital sectors is insufficient to prevent disruptions in society as described

in Section 5.2. The NCSC could use the quantum knowledge-base from universities and

research institutes both national and international to get up-to-date information about

the topics as defined in the monitoring framework.

5.5 Summary

In this chapter we reflected on the likelihood of the quantum-threat to materialize in a

risk. The significant gap between the demand and supply side as formulated in Chapters

3 and 4 resulted in concluding that it is unlikely that this gap is closed in a short period

of time. However this does not conclude that currently no risk-management regarding

the quantum threat is required, it only concludes that it is likely that we have time to

prepare. Preparation is necessary considering the following cases.

First, RSA is not the only vulnerable algorithm. Other algorithms will require another

set of physical requirements, which will result in different gaps. Second, post-quantum

algorithms, which are considered a likely risk control, are still in the process of stan-

dardization. Third, a case that should be considered is that encrypted information can

be collected and stored for a long time. When there is a quantum computer, this stored

information can be decrypted. If the information is still considered valuable after a

long period of time, then risk-management is necessary. The last most important case

to consider is the large impact of the quantum threat on widely deployed standardized

crypto-systems and that our society depends heavily on ICT.

This chapter provided cyber security experts and risk managers in the public and private

sector tools and information to act on the quantum threat in a risk-based manner. It

gives the opportunity to act on the disadvantage of quantum computing in time and

fully enjoy the benefits of quantum computing.



Chapter 6

Conclusions and further research

6.1 Conclusion

This thesis investigated the requirements to run Shor’s algorithm to break RSA with

a 2048-bit key and used the information gathered to realize methods to support risk-

management regarding the quantum threat. To break RSA, Shor’s algorithm factors a

known N = pq into two primes p and q. RSA with a 2048-bit key (RSA-2048), means

that N has a size of 2048 bits and p and q both have a size which is close to 1024 bits.

Investigating the requirements to implement Shor’s algorithm led to the conclusion that

there are multiple ways to implement Shor’s algorithm with a quantum circuit and that

there are multiple optimization or design choices possible. When making these choices

there is always a trade-off between the number of logical qubits and the number of

logical sequential gates. This is also known as the time-space trade-off, as the number of

logical sequential gates give an indication for the duration of the computation and the

logical qubits indicate an amount of space the circuit occupies. For example Beauregards

circuit minimizes the required logical qubits to implement Shor’s algorithm. This circuit

requires approximately 2m logical qubits and 32m3 logical sequential gates, where m is

the bit length of the integer N = pq. Resulting in approximately 4099 logical qubits

and approximately 275 · 109 sequential logical gates for m = 2048 bits.

Logical qubits and gates are capable of handling errors that occur. These errors occur

due to decoherence, control errors, measurement errors etc. This capability of han-

dling errors is realized by a fault-tolerant architecture. Fault-tolerant architectures use

quantum-error-correction codes to encode quantum information in multiple physical

qubits. This encoding does not only protect against errors but also increases the avail-

able execution time to significantly exceed the physical coherence time of the physical

qubits.
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Investigation of fault-tolerant architectures led to the surface-code architecture with

state distillation. It is considered the most promising fault-tolerant implementation as

it has a high noise threshold, only needs a 2D qubit connectivity, and has a relatively

low-cost T-gate implementation. The T-gate is currently considered the most resource

demanding part of implementing quantum circuits.

For a N of size 2000 bits an estimate of the required physical resources - using the

surface-code architecture with state distillation and a circuit minimizing the number

of T-gates - resulted in approximately 214 million physical qubits, a minimum phys-

ical single-qubit fidelity of 99, 9%, a minimum physical two-qubit fidelity of 99, 9%, a

minimum measurement fidelity of 99, 9%, minimum physical qubit coherence times of

1 − 10μs and minimal physical gate duration times of 10 − 100ns. When running this

implementation, Shor’s algorithm would finish in approximately 26,7 hours. However

to make this estimate a highly time-optimized T-gate design was assumed. This T-gate

design is not published and could not be verified. Using the published design led to

a significantly higher T-gate completion time, which impacts the estimated completion

time of Shor’s algorithm.

No public source was found that indicated that these physical requirements could be

met. Hardware platforms based on superconducting qubit technologies and ion-trap

qubit technologies are currently able to realize a two-qubit gate fidelities of respectively

99, 4% and 99, 9%. This is needed to be able to implement a fault-tolerant architecture.

Note that only the ion-trap qubit technology is able to meet the two-qubit gate fidelity

as required in the estimate. However the ion-trap qubit technology currently does not

meet the 2D-qubit connectivity requirement of the surface-code architecture, leaving the

superconducting qubit hardware platforms as the most likely candidate for implementing

the surface-code architecture.

Currently the number of available physical (superconducting) qubits is 50. It is believed

that this number of qubits is required to demonstrate quantum supremacy. Quantum

supremacy is referred to as the situation that the output of a quantum computer cannot

longer be simulated on a classical computer. The D-Wave quantum computer also uses

superconducting qubits and has currently a larger amount of qubits available. However

the D-Wave quantum computers do not facilitate circuit-based quantum computation,

as is required for quantum algorithms like Shor’s algorithm.

We can conclude that the gap between the available physical resources and the require-

ments to run Shor’s algorithm and break RSA-2048 is significant. This gap can be closed

by progress on the supply side, represented by the physical layer, and by progress on the

demand side, represented by the logical layer and fault-tolerant layer. On the demand

side, progress in reducing the fault-tolerant implementation cost will significantly reduce
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the gap. Also progress in designs significantly reducing the required number of T-gates

will reduce the gap. On the supply side, progress in the number of physical controllable

qubits and an increase in the fidelity of quantum gates will significantly reduce the gap.

The significant gap results in concluding that it is unlikely that this gap is closed in a

short period of time. However this does not implies that currently no risk-management

regarding the quantum threat is required, it only implies that it is likely that we have

time to prepare. Preparation is necessary considering the following cases. First, RSA is

not the only vulnerable algorithm. Other algorithms will require another set of physical

requirements, which will result in different gaps. Second, post-quantum algorithms,

which are considered a likely risk control, are still in the process of standardization.

Third, a case that should be considered is that encrypted information can be collected

and stored for a long time. When there is a quantum computer, this stored information

can be decrypted. If the information is still considered valuable after a long period of

time, then risk-management is necessary.

The last most important case to consider is the large impact of the quantum threat

on widely deployed standardized crypto-systems and that our society depends heavily

on ICT. The vulnerable crypto-systems are used in various types of security protocols

facilitating services like online shopping and banking, online access to your health-care

test results, online registration for social funds for citizens, online access to your kid’s

daycare reports or student files, providing to citizens online trusted information about

calamities. Not being able to trust these technologies supporting these and other online

services cripples society. To prevent this impact on society preparations need to be start

in time, this requires risk-management.

The national cyber security center (NCSC) is already using its role as expert authority

on cyber security to provide public and private parties information about the quantum

threat. If the NCSC starts monitoring the quantum threat, then they are able to monitor

if risks can be and are mitigated fast enough to prevent a large impact on society.

It is also important for the government to connect to international strategies as our

society flourishes with an international inter-operable ICT landscape. This fits with the

ambition -as formulated in the second national cyber security strategy (NCSS2)- to play

a prominent role in reaching internationally accepted standards related to actions in the

digital domain.

To monitor the quantum-treat the NCSC can use the proposed monitoring framework,

which includes the factors reducing the gap between the demand side and the supply side.

By changing the focus from Shor’s algorithm to a more general formulation including all

algorithms which impact cyber security and adding the topic user-friendliness to estimate

the threat-actor’s required capabilities, the demand and supply side of the monitoring
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framework are completed. The monitoring categories post-quantum cryptography and

quantum cryptography are added to the monitoring framework as risk controls. These

two groups of technologies can be applied to mitigate to a quantum-safe infrastructure.

Monitoring these items is necessary as standardization is in progress.

Not only the government has its responsibilities regarding cyber security but also or-

ganizations as described in NCSS2. This also defines a role for organizations in the

public and the private sector regarding the quantum threat. To make the quantum-

treat more concrete for organizations a method for translating the threat was proposed.

It enables to translate the technically formulated impact to how it impacts the strategic

risks of an organization. Additionally this method was explained by an example, using

non-compliance to the general data protection regulation (GDPR) as strategic risk.

Depending on the significance of the impact on strategic risks, actions can be delayed

or need to be taken. In the proposed pragmatic approach three scenarios are described.

Each scenario has guidelines for actions depending on the impact and its significance on

strategic risks. Using this pragmatic approach creates a balance between the uncertainty

about when the risk materializes and the investments required to investigate and act

upon the risk. This is different compared to other approaches, which use an asset-based

approach and start prioritizing after a full inventory of vulnerable assets.

The monitoring framework, the translation method and the pragmatic approach give

the public and private sector tools to act on the quantum-threat. This is one step in

enabling society to reduce the negative consequences of quantum computing on society

and to fully benefit from positive consequences: the promised progress in research fields

like medicine, material science, logistics and energy.

6.2 Recommendation for further research

To further investigate when a large-scale quantum computer is available to pose a threat

to cyber security the following research subjects can be formulated:

• How to implement a surface-code like architecture on ion-trap qubit technologies?

• Investigate the physical requirements for breaking other algorithms e.g. DSA.

• Can alternatives to circuit-based-quantum computing effect cyber security?

• Improving fault-tolerant architectures.

• The impact of compilers for quantum computers on the quantum-threat.

Results from these subjects contribute to the topics of the monitoring framework as

proposed in the Chapter 5. It would also be interesting to collect historical data on this
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threat, by storing each update for the identified monitoring topics. This way it could

be validated if the monitoring topics were sufficient to keep control of the threat. If this

approach turns out to be successful, then the method for determining the monitoring

topics could be applied for new threats, which are unclear on how these evolve in time.

The pragmatic approach should be validated by conducting a case study. This is also

true for the translation method. A case study can quantify the investments required

of both approaches, the pragmatic approach and Mosca & Mulhollands Quantum Risk

Assessment (QRA).

• Validating the pragmatic approach by performing a case study.

• Validating the translation method by performing a case study.

• Comparing the pragmatic approach with the QRA methodology in a case study.

The impact of quantum computing on society can be investigated further. Research

questions on that topic can be.

• Supports the formulation of the protection requirement in the General Data Pro-

tection Regulation (GDPR) early mitigation regarding the quantum-threat?

• Is quantum computation capable of changing the international relations between

countries?

This thesis focused on the negative effects of a quantum on cyber security, also oppor-

tunities for cyber security can be identified e.g.,

• Can cyber security profit from small-scale quantum computers?

• How to certify quantum cryptography?

• New post-quantum algorithms.

• Quantum networks.



Appendix A

Example: Computing the period r

Example of computing the periodicity of a function

For x = 2 and N = 15, compute the sequence: 1 = x1 mod N, x2 mod N, . . .,

until the results show a cycle.

20 mod 15 = 1,

21 mod 15 = 2,

22 mod 15 = 4,

23 mod 15 = 8,

24 mod 15 = 1,

25 mod 15 = 2,

26 mod 15 = 4,

27 mod 15 = 8,

28 mod 15 = 1,

The results start to repeat after 24 mod 15 = 1 and after 28 mod 15 = 1 etc. The

smallest period r is 4, for which holds xr = 1 mod N .

This example is derived from the example given in [46].
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Appendix B

Positive interference using the

Quantum Fourier Transform

The QFT applied to state |l〉 is defined as: FN (|l〉) = 1√
N

∑N−1
y=0 e

2πi(yl/N)|y〉, where
N = 2n. For a quantum state 1√

m

∑m−1
j=0 |j〉 the QFT is formulated as:

FN

⎛
⎝ 1√

m

m−1∑
j=0

|j〉
⎞
⎠ =

1√
m

m−1∑
j=0

1√
2n

2n−1∑
y=0

e2πi(yj/2
n)|y〉

We like to find the hidden period of state: 1√
2n

∑2n−1
x=0 |x〉|ax mod N〉. Before we start

with the calculations we make some observations, these are derived from [13].

Observation 1: Note that if we observe the second register, some value f(s) is obtained,

with s < r. Note that f(x) = f(s), with f(x) = |ax mod N〉 if and only if x = s mod r

Observation 2: Note that multiple elements can have the value f(s). Let m be the

number of elements of {0, . . . , 2n − 1} that map to the observed value of f(s). Because

x = s mod r, the x are of the from x = s+ jr, for 0 ≤ j < m (Remember these are the

x for which f(x) = f(s) holds).

Observation 3: When observing the second register, it collapses to the classical value

of f(s), while the first register will collapse1 to a superposition of |s〉, |s + r〉, |s + 2r〉,
|s + 3r〉, . . ., |s + (m − 1)r〉. Recall that m is the number of elements that map to the

observed value f(s), we can write the first register as: 1√
m

∑m−1
j=0 |s+ jr〉.

1The first register also collapses due to the entanglement.
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Apply the QFT and the observation that x is of the from x = s+ jr, for 0 ≤ j < m− 1,

this results in:

1√
m

m−1∑
j=0

1√
2n

2n−1∑
y=0

e2πi(y(
s+jr
2n

))|y〉

Apply the rule ea+b = ea · eb and some rearrangement gives:

1√
m

m−1∑
j=0

1√
2n

2n−1∑
y=0

e2πi(y(
s+jr
2n

))|y〉 = 1√
m · 2n

2n−1∑
y=0

e2πi(
sy
2n )

m−1∑
j=0

e2πi(
jry
2n )|y〉

Now we like to check for which |y〉, constructive interference will occur. First we need

to apply (the proof can be found in Appendix B of [13] ):

m−1∑
j=0

zj =

⎧⎨
⎩

1−zm

1−z for z �= 1

m for z = 1

This results in:

m−1∑
j=0

(
e2πi(

ry
2n )

)j
=

⎧⎨
⎩

1−e2πi(ry/2n)m

1−e2πi(ry/2n) for e2πi(
ry
2n ) �= 1

m for e2πi(
ry
2n ) = 1

For simplicity we assume that r divides 2n, if this is not true another proof can be found

in [13] page 31-32. If r divides 2n, the r fits an integer number of times in the domain

{0, . . . , 2n − 1} of f and m = 2n/r. Note that e2πi(ry/2
n) = 1 is only true if and only

if ry/2n is an integer if and only if y is multiple of 2n/r. If this holds for the y, then

measuring the quantum state will give (| m√
m·2n |2), will result in obtaining the y for which

hold y = c · 2n

r with a high probability.

Recall 1 < m ≤ 2n − 1, for n is large, this will result not in a high probability. However

if y = c · 2n

r , then the solution for e2πi(
ry
2n ) �= 1, 1−e2πi(ry/2n)m

1−e2πi(ry/2n) , results in zero. The

probability of measuring an y, that does not lead to a period r is zero.

For the difficult case, as described in [13], this does not hold. There is a small probability

of measuring a y that does not solve to a useful r. Hence the note that Shor’s algorithm

is probabilistic.



Appendix C

Background information for the

surface-code architecture

Recall that operators are complex valued M ×M matrices. The operators X, Y , I and

Z are defined as X =

(
0 1

1 0

)
Z =

(
1 0

0 −1

)
, I =

(
1 0

0 1

)
, and Y =

(
0 1

−1 0

)
.

Operators

The measurement Mz returns eigenvalues +1 and projects to eigenstate |g〉 =
(
1

0

)
or

eigenvalue −1 and project to eigenstate |e〉 =
(
0

1

)
.

The measurement Mx returns eigenvalues +1 and projects to eigenstate |+〉 = 1√
2

(
1

1

)

or eigenvalue −1 and project to eigenstate |−〉 = 1√
2

(
1

−1

)
.

The Hadamard operation H = 1√
2
(X + Z) = 1√

2

(
1 1

1 −1

)
.

The S-gate is defined as S =

(
1 0

0 i

)
.

The T-gate is defined as T =

(
1 0

0 eiπ/4

)
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The CNOT gate, the controlled-not gate is defined as

CNOT =

⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

⎞
⎟⎟⎟⎟⎟⎠ .

This is a two qubit gate, where the first state is the control qubit and the second state

the target.

The Toffoli gate, the controlled-controlled-not (CCNOT) gate is defined as

CCNOT =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

The first two states are the controls and the third is the target.

Commuting and Anti-commuting

Two operators commute if XZ = ZX holds. Two operators, X and Z anti-commute if

XZ = −ZX holds. The last mathematical property can be compared to the physical

property that e.g. amplitude and phase cannot be simultaneously measured [10].

Qubit properties

Any two-level quantum system that satisfies the relations below can be used as a qubit

[10].

• X2 = Z2 = Y 2 = I,

• XZ = −ZX,

• [X,Y ] = XY − Y X = −2Z.

Note that also [Y, Z] = −2X and [Z,X] = +2Y .
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Simple non-destructive quantum-error detection

A non-destructive quantum-error detection can be realized by measuring multiple qubits

simultaneously with measurement operators that commute [10]. Consider a two-qubit

system, with qubit a and qubit b. This system is measured using the two-qubit operator

XaXb and ZaZb. These operators represent separateMx andMz measurements, but the

do commute:

[XaXb, ZaZb] = (XaXb)(ZaZb)− (ZaZb)(XaXb)

= XaZaXbZb − ZaXaZbXb

= (−ZaXa)(−ZbXb)− ZaXaZbXb = 0.

Using these measurement operators and the four Bell states will create a non-destructive

error-detecting property. The measurement will project the quantum state onto one

of the other two-qubit eigenstates (Bell states), see Table C.1. If the measurement

eigenvalue is changed compared to the previous result, then a error has occurred. To

uniquely identify errors a more complex system is needed, which is provided by the

surface-code architecture [10].

ZaZb XaXb Eigenstates

+1 +1 |φ1〉 = 1√
2
(|gg〉+ |ee〉)

+1 −1 |φ2〉 = 1√
2
(|gg〉 − |ee〉)

−1 +1 |φ3〉 = 1√
2
(|ge〉+ |eg〉)

−1 +1 |φ2〉 = 1√
2
(|ge〉 − |eg〉)

Table C.1: Eigenstates of the two-qubit operators XaXb and ZaZb and the four
eigenstates (Bell states) for this example. Derived from [10].



Appendix D

Brief overview of commercially

quantum computers

In the last chapter we have seen that there are multiple options to create the hardware

platform for quantum computers. It is still to be determined which technology, or which

two technologies, will eventually become mainstream for quantum computing. This does

not only lead to diversity in technologies applied in academic research labs but also to

diversity in commercial available quantum computers. In order to track the progress of

these commercial available quantum computers, this chapter provides a brief overview

these systems.

D.1 IBM

Currently IBM offers a 16 qubit processor and has the ambition to build IBM Q systems

with ∼ 50 qubits in the next few years. IBM also focuses on developing new applications.

To facilitate this development two main approaches are defined. First IBM collaborates

with third parties from the commercial sector and second IBM developed a environment

which enables quantum computing in the cloud. This environment facilitates a open

research community to develop quantum algorithms [36].

For the quantum algorithm research IBM provides a compiler. This compiler maps the

desired algorithm, written with Python1, to the available hardware [36]. This increases

the user-friendliness of using a quantum computer and enables the search to applications

requiring less physical qubits than Shor’s algorithm.

1The compiler tutorial can be found
https : //github.com/QISKit/qiskit−tutorial/blob/master/1 introduction/compiling and running.ipynb
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D.2 Rigetti

Rigetti provides two types of services. Simulation up to 30 qubits on a classical computer

and a real quantum processor of 8 superconducting qubits. This quantum processor is

part of Rigetti’s Forest 1.0, which allows users to program and run hybrid algorithms

combining classical and quantum computations within an algorithm [47].

D.3 Intel

In January 2018 Intel released their 49 superconducting qubit test chip to QuTech [37].

Intel also contributes to other quantum technologies, like spin qubits [48].

D.4 Microsoft

Microsoft’s ambition is to build a topological quantum computer, that is a quantum

computer built of topological qubits. These topological qubits should in theory be

more robust to noise, which results in higher coherence times. This will reduces the

requirements for error correction and the number of physical qubits needed to build a

single logical qubit [49].

Topological qubits are created using the topological properties of non-abelian anyons.

This is a group of quasiparticle, particle-like objects that emerges from the interactions

inside matter. The information is encoded in the order in which we swap the positions

of the anyons. This swapping is called braiding, because the pattern of swaps, between

neighbouring pairs of anyons, through space and time look braided [50].

However only the simplest species of anyons is observed, more complex non-abelian

anyons are yet to be observed. The simplest species is observed in 2012 by L. Kouwen-

hoven at the Delft University of Technology in the Netherlands [50].

Microsoft is also doing research in the field of quantum applications and uses classical

computers to simulate quantum circuits.

D.5 D-Wave

D-wave is known as the first company that made a quantum computer available. However

the quantum mechanical speed up is for the D-Wave quantum computer still under

debate [34]. The behaviour of the D-Wave quantum computer is consistent with quantum

annealing. This will be elaborated on in the next section.
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D.5.1 Adiabatic quantum computing

In this thesis we focused on digital or circuit-based quantum computing. However,

there is another branch of quantum computing, this is analog or adiabatic quantum

computing. Adiabatic quantum computers are mainly used for optimization problems:

find a set of variables that minimizes a multi-variable function [31].

For adiabatic quantum computing the problem to solve is directly constructed in the

physical system Hamiltonian. The solution follows from measuring the resulting ground

state (lowest energy state) [51]. The value of the gap between the first excited state and

the ground state is not well understood. Understanding this is necessary to determine

the speed with which the parameters can be changed to turn the system into its end

state [31]. If the speed is incorrect, the result measured will be useless.

To ensure a good operation an adiabatic quantum computer needs extremely low temper-

atures. A quantum annealing machine works similar to an adiabatic quantum computer,

it however can operate at a more practical temperature level [31]. The D-Wave quan-

tum computer is of the type quantum annealing [34] and uses superconducting qubits.

However it is not clear how to perform error correction on an adiabatic type of quantum

computer2.

Figure D.1: Types of Quantum Computing.

D.6 Google

Google Quantum Artificial Intelligence Lab studies how quantum computing might ad-

vance machine learning. The lab houses a quantum computer from D-Wave [52]. Google

is also building a chip of 49 superconducting qubits [38] and they develop a prototype

that combines the adiabatic quantum computing method with the digital approachs

error-correction capabilities [53].

2Note: A quantum computer using superconducting qubit technology does not have to be a circuit
base quantum computer, and therefore is not per definition able to run an algorithm like Shor’s.
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