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Chapter 1

Towards a hydrogen-driven
society?

In this chapter we first deal briefly with the history of transport and show thereafter
that concerns about greenhouse gasses bring on the need for a sustainable solution
for our mobility, probably using hydrogen as an energy carrier. Finally we present
the research questions that are dealt with in this thesis and describe the limiting
conditions for practical hydrogen storage materials.

1.1 Transport and trade: a short time-line

When the primary necessities of life are fulfilled, luxury goods become important.
The definition of luxury goods depends very much on what one is used to: when ev-
erything that King Midas touched became gold, he obviously regarded food as more
luxury than gold. However, generally people regard objects from remote areas, rare
items or products which are labor intensive as luxury. The distance between supply
and demand markets and the scarcity of these goods stimulates the development of
trade. As goods and people need to be transported, wealth, trade and transport are
interdependent.

History has shown that the availability of a fast, cheap, reliable and safe transport
system stimulates trade and wealth. An example is the highly developed society
along the banks of the Nile in Egypt, relying very much on transport over the river
and the seas and on camelback through the deserts. Solomon was able to build the
beautiful temple in Jerusalem by importing cedar and cypress from Lebanon. The
Phoenicians that lived there were very good sailors and they traded with virtually
all cities on the Mediterranean coast, which brought them prosperity and power.
The expansion of the Roman Empire — expansion and power are luxury goods for
leaders — and the simultaneous development of trade in Europe was possible due to
a superb road system and the use of ships. Not to name more, the construction of
ships that could sail across the oceans by the end of the 15™ century, brought the
seafaring nations richness and power. The older parts of many European cities show
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Figure 1.1: The speed record holder in 1899, Jenatzy’s electric car ” La jamais contente”,
reached speeds over 100 km/h.

that the availability of a free entrance to the sea brought wealthiness in those times.

With the construction of the first practical steam engine in 1712 by Newcomen,
a new age was entered. A machine was constructed which was able to supply work
on demand and without fatigue, albeit on the expense of fuel. His engine was highly
inefficient, but apparently economical as more than 100 engines were installed before
the end of the patent in 1733. Efficiency and safety were continuously improved,
and the first steam engines appeared on board of ships and trains around 1800. Coal
was often used for transport engines, because of its high energy density as compared
to wood, making farther destinations accessible without refuelling.

Soon afterwards the first electric motor was constructed, whose source of electric
energy was a Voltaic pile, which was expensive and low-power. Better electric mo-
tors, generators and batteries were available shortly afterwards and the first electric
vehicle was made in 1881. The competitor of the electric motor, the internal com-
bustion engine, was invented in 1876 and found its first use in a car made by Karl
Benz in 1885. The horseless age dawned.

Around the turn of the century electrical vehicles and internal combustion en-
gines were competing options: between 1899 and 1901 the maximum speed record
was held by the aluminum alloy battery-powered car ‘La Jamais Contente’ of Camille
Jenatzy shown in figure 1.1. The number of electric and internal combustion driven
cars being sold was about equal in those days. A great number of electric vehicles
were manufactured and used for instance as taxis in New York city [1]. The advan-
tages of the electric cars were their reliability, quietness and cleanliness, the internal
combustion counterparts being noisy, smoky and less reliable. The internal combus-
tion engine, however, was, because of its lower weight, better in climbing hills, had
a longer range and did not need time-consuming refilling stops in the steam driven
electricity station.

Given this situation the decline of the electric vehicles is remarkable: by 1913
virtually all cars sold were powered by internal combustion engines [1]. The dis-
covery of new oil wells and the ever improving engines strengthened the position of
internal combustion engines against the electric ones. The monopoly of the internal
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combustion engine for road transport use lasted for more than half a century. When
the oil prices quadrupled during the oil crisis in 1973, awareness grew that the sole
dependence on fossil fuels made nations vulnerable. More interest rose for battery
and solar cell powered cars. The recent world solar challenges in Australia have
shown that it is indeed possible to travel large distances on energy from sunlight
only, but it is currently neither economical nor practical.

A major step forward was made in 1997 by Toyota, when the company intro-
duced the Prius, the first hybrid production car. Hybrid cars have an electric and
an internal combustion engine combined with a battery pack and can achieve a
higher overall efficiency by reducing idling and braking losses. While other com-
panies showed demonstration cars using hydrogen and fuels cell, Toyota realized
that the hybrid concept may become important in the near future, and that serious
applications of hydrogen and fuel cells are not just around the corner [2].

We should not, though, trivialize the need for alternative fuels and energy carri-
ers. Hubbert’s model of a peak in the world oil production is as applicable globally
as is has proven to be for American oil production rates [3, 4]. Recently Aleklett and
Campbell predicted such a peak in the global crude oil production rates to occur
around the year 2010 [5] and the International Energy Agency predicts this peak in
2030 [6].

1.2 Sustainability and mobility

Since several decades, people realize that the combustion of fossil fuels to fulfil our
energy demands has serious drawbacks such as the pollution of air and environment,
global warming and the limited availability of fossil fuels on earth. During the United
Nation Conference on Environment and Development known as ‘The Earth Summit’
that was held in 1992 in Rio de Janeiro, these concerns were discussed. The need
to sustain the availability of the natural resources of the earth was acknowledged.
New developments therefore need to be sustainable and existing processes need to
be transformed. In particular, the fossil fuel resources are finite and sustainable
development means that we rely on other sources than fossil fuels for our energy
demands. Nations promised to reduce the emission of green house gasses, such as
COs and confirmed this at the summits in Johannesburg and Kyoto. A stabilization
of the carbon dioxide content of the atmosphere does not necessarily mean that no
COy is emitted. When the fuel is renewable from atmospheric CO5, no net emission
occurs. Sources such as wind, sunlight and biomass are regarded renewable in this
context. Because nuclear power has no COs-emission, it is often considered to be
sustainable, though strictly speaking it is not since it depletes uranium resources.
The energy sources used for thousands of years were renewable as they were
part of natural cycles powered by energy from sunlight. The use of sails to propel
ships may serve as an example. The storage of ‘fuel’ for the crew was no problem
as ships were large enough to take food for a long period. Fuel storage became
an issue when the steam engines appeared in the 18" century. For most ships and
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locomotives wood could not be used as a fuel, because of its low energy density. Non
renewable energy sources with a high energy density such as coal and oil became
popular. By now people want to return to renewable processes, albeit under one
condition: the standard of living that was made possible by the use of fossil fuels
should be maintained.

Carbon dioxide emissions can be prevented relatively easy in stationary appli-
cations by switching from fossil fuels to nuclear, hydro, wind or solar energy feeded
systems, though only the first two options are economical at the present time, since
the latter two need state subsidy. The social acceptance for nuclear energy is low
due to safety issues and the waste problem, while hydro power is limited to places
with suitable geographic relief and water flow. For mobile applications, the onboard
generation of energy from these sources is unfeasible. Problems are safety concerns
(in the case of nuclear power) and the limited availability of the primary energy
sources on the place where mobility is desired (for hydro-power, wind and sunlight).
We conclude that a prerequisite for sustainable development is the availability of a
reliable, economical, safe and fast mechanism for the storage of energy onboard a
vehicle.

1.2.1 The storage of energy

We return shortly to the end of the 19" century to point out the remarkable fact
that, given the wide spread use of electric vehicles by then, there are hardly any
on the roads nowadays. The problems of internal combustion engines; their nois-
iness, emission of unhealthy fumes and unreliability could step by step be solved
by improvements in the design of the engine, while electric engines could hardly be
improved: the efficiency of the electric Jeantaud vehicle used in the Paris-Bordeaux-
Paris race in 1895 was already very good (92.5% at 5 kW), even by present standards
[1].

Why so much progress was made for internal combustion engines, while electrical
cars virtually disappeared? Electricity has changed our life in plants, behind our
desks, in our kitchens and living-rooms, but it did not change the processes under
the hood of our cars. An answer to the question is that we know how to produce
electricity, we know how to use it, but we have no feasible solution to the storage
of large amounts of energy. The bottle neck for electric cars was and is the battery
pack. Storing practical amounts of energy in a limited volume and weight is one of
the most challenging problems we face nowadays. As long as oil is widely available
for low prices, the solution has to compete with the enormous energy density and
ease-of-use of fluid fossil fuels.
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Hydrogen

When a metal such as iron and a

strong acid are brought together, a lig. 6 lig 1
gas escapes as was already known o
to Paracelsus (1493-1541). In 1766
Henry Cavendish showed in a paper to
the Royal Society of London that this
gas (‘flammable air’) was an elemen-
tary substance, distinguishable by its
density from other gasses. Antoine
Laurent Lavoisier found that it gener-
ated water when burned with air and
gave the element its name hydrogene.
In 1839 Sir William Robert Grove was
able to convert the energy being freed
in this reaction directly into electri- Figure 1.2: The figures reproduced from
cal energy with his ‘gas battery’, con- Grove’s paper on the gas battery to the Royal
sisting of bottles with platinum elec- Society of London(7].

trodes, one filled with hydrogen and

the other with oxygen. When the bottles made contact via diluted sulphuric acid,
a current between the electrodes began to flow and water was formed in the bottles.
His ‘gas battery’ shown in figure 1.2 was the first demonstration of a fuel cell.

1.3 Hydrogen the fuel of the future?

Nowadays headlines in the newspapers tell us that hydrogen is the fuel of the future.
In the State of the Union of 2003, president Bush of the United States of America
promised money to pave the way to the economical use of hydrogen in cars. Hydro-
gen is regarded to be the fuel of the future because its energy can be transformed
into mechanical or electrical energy with high efficiencies (50-60 %) when used in a
fuel cell [8, 9], without the emission of COy or pollutants. Applied in an internal
combustion engine, hydrogen behaves similar to known fuels, again without CO,
emission. In this sense hydrogen is indeed a perfect and sustainable fuel. However,
it is important to realize that hydrogen is not a primary energy source, but merely
an energy carrier, which has to be produced from primary energy sources.

To make a substance a good fuel for mobile applications, it is not sufficient to
know how energy can be converted to mechanical energy efficiently and without
pollution. The storage properties are of decisive importance for mobile applications.
Hydrogen transportation, however, faces us with a serious problem. Hydrogen is the
lightest element on earth and it is very volatile. Despite its high energy content per
kilogram of hydrogen (three times that of gasoline), it has the drawback that the
volume of one kg of hydrogen is roughly 10 m?® under standard conditions. Realizing
that we need at least 4 kg of hydrogen to drive 600 km with a fuel cell powered
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car, this is a gigantic volume that needs to be reduced for practical purposes. A
hydrogen storage tank should be safe, compact, light, long lasting, economical and
should preferably not contain poisons or pollutants. It is the storage of hydrogen as
a fuel this thesis is about.

1.3.1 Questions and outline

Two obvious options for the storage of hydrogen have been shown to work: cooling
hydrogen below its critical point to condense it and secondly compressing the hy-
drogen gas to high pressures. The first option was used by BMW in demonstration
cars. The second option is now used by several public transport companies in buses
in e.g. Amsterdam. Both options have drawbacks such as the cost of operation,
evaporation of hydrogen gas due to heat leakage, safety issues concerning the high
pressures used or the volume of the storage containers. The common approach is
to find a material which attracts hydrogen, thereby lowering the pressure that is
needed to achieve useful hydrogen densities. The options for such a material are
nowadays commonly divided into two: 1) storage by adsorption on surfaces and 2)
by chemical absorption for instance interstitially in a crystal lattice. We distinguish
between adsorption on surfaces and absorption inside materials. Open questions are
which optimal properties a hydrogen storage material needs to have, which of the
above named options is the best to store hydrogen, how mechanisms of sorption can
be improved and which role can catalysts play here?

In this thesis we report research on the questions given above. This thesis has
been written in a review-type format. The body of the thesis consists of three
relatively small chapters, including the present and some concluding remarks. Con-
sidering the technical targets set for hydrogen storage, we first define the minimum
requirements of a hydrogen storage material in the next section. Then we introduce
two subjects: hydrogen storage by physisorption on high surface area materials,
mainly carbon materials in chapter 2 and kinetics of the storage of hydrogen inter-
stitially in metals such as magnesium in chapter 3. We draw some general conclu-
sions in the fourth chapter. Our results were also published in the form of articles in
peer-reviewed journals where more experimental details, analysis and discussion are
presented. For the interested reader these articles have been included as appendices.
We reckon that this format makes the main text of this thesis more accessible for
the general public due to its summarizing and review-type character.

1.4 Chemical potentials and hydrogen storage tar-
gets

The department of energy of the United States has set a range of targets for on-board
hydrogen storage systems [10]. Parameters that depend very much on the materials
used for hydrogen storage and less on the actual realization of the storage system are
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Table 1.1: Some DOE technical targets: On-Board Hydrogen Storage Systems [10].

Year
Storage Parameter Symbol Units 2005 2010 2015
net useful Hy/max system mass ke Ho/kg 0.045 0.06 0.09
net useful Hy/max system volume kg Hy/1 0.036  0.045 0.081
Energy efficiency of system Nstor % 90 90 90
Storage system cost $/kg Ho 200 133 67
Min. pressure of Hy from tank Pyse bar 2.5 2.5 2
Refuelling rate kg Hs /min 0.5 1.5 2
Loss of useable hydrogen (g/hr)/kg Ha 1 0.1 0.05

summarized in table 1.1. To assess whether a certain material can store hydrogen in
a way that is efficient with respect to energy conservation considerations, one should
examine the thermodynamics of the chemistry that is involved.

A storage material for hydrogen can in general be described as a thermodynamic
system with a certain number of sites, NV, per unit amount of storage material and
the Gibbs free energy, G, assuming that G,,,; does not depend on the hydrogen
site occupancy, 6. The Gibbs free energy, G,,4, of hydrogen in the storage material
is defined as Gat = Hpat — 1T'Sinat, Wwhere T' is the temperature of the system, H,,q;
is the sorption enthalpy and S,,.: is the entropy contribution. Properties of the
system in equilibrium may be derived from the chemical potential of the hydrogen
atom in the material which is defined as y = (dGpat/dn)r p, where n is the number
of hydrogen atoms that occupy sites in or on the material.

Some storage materials, such as Mg and MgyNi form stoichiometric compounds
where all available sites are filled. The entropy contribution to the chemical potential
is then negligible because no freedom in the arrangement is left! and the chemical
potential can be approximated by pimar = Hpmar, when H,,q, is given in J/mol Hs.
Such materials exhibit a plateau in the average chemical potential versus overall
hydrogen occupation since a two phase equilibrium is established.

On the other hand, materials that possess a gradual change in site occupancy
when the chemical potential of the gas increases like Pd, Nb and typical physisorp-
tion materials, possess an entropy contribution that varies with occupancy and which
can be approximated by (dSp,:/dn)rp = Rln[(1 —0)/0]. For a site occupancy
0 = 0.5, the entropy contribution is zero again and the chemical potential of the
storage material is equal to the absorption enthalpy only: it = Honat-

In equilibrium the chemical potential of hydrogen in the storage material is
equal to the chemical potential of the hydrogen gas, pime: = pm,. Hydrogen is
loaded from the gas-phase using a pressure P4, for which the Gibbs free energy
and thus the chemical potential has been determined experimentally as a function

IThe difference in entropy between Mg and MgHz at 298.15 K is only 1.6 J/(K mol) [11]
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of temperature and pressure [11, 12] (4 = G for a single component system). We
conclude that the absorption enthalpy needs to be more negative than the chemical
potential of hydrogen gas at a certain temperature and pressure in order to achieve
a site occupancy of at least 0.5:

Hmat S Mgas(Ta Plaad)‘ (11)

The target that has been set for the efficiency of the storage system, puts addi-
tional restrictions on the range of possible adsorption enthalpies, H,,,;. We use the
following assumptions: a) for high temperature (HT) systems that operate above
the temperature of the environment, 7;, > T¢,,, the heat that is generated dur-
ing absorption is dissipated to the environment, while the heat input needed to
release hydrogen from the storage material costs energy from the fuel and b) for low
temperature (LT) systems that operate below the temperature of the environment,
Top < Teny, the heat of absorption has to be brought to 7¢,,, which costs energy
from the fuel, while the heat input needed for the release of hydrogen comes from
the environment. Furthermore we take the ideal Carnot efficiency for the amount
of energy needed to establish these energy flows. The Carnot efficiency,

CT-T T

- —1- 2L 1.2
Nc Th Th’ ( )

is the maximum theoretical efficiency of any cyclic heat engine that provides work
from a heat flow between a high temperature reservoir with a temperature 7, and
a low temperature reservoir at 7;. For systems that pump heat from a low temper-
ature reservoir to a high temperature reservoir, the expression is inverted and the
maximum theoretical efficiency is given by

T Ty

e (1.3)
These energy costs should be weighed against the useable energy content in hydrogen
gas, which is Hy, = 240 kJ/mol Hy (lower heating value, i.e. exhaust gases are at
150 degrees Celsius) for the reaction of hydrogen gas with oxygen to form water.

For HT systems we derive that the practical storage efficiencies exceed 74, when
the adsorption enthalpies fulfill:

HH2 (1 - nstor)

H,. > , 1.4
t,HT 1 — Tenv/TOp ( )
and for LT systems Ty, and T, are exchanged:
HH (1 - nstor)
H,. > 2 ) 1.5
t,LT — 1 _ Top/Tem) ( )

Finally we consider the fact that the work needed to compress hydrogen isother-
mally from the desorption pressure, P, to the working pressure, P, is theoret-
ically RT In(P,se/Pyues) (treating Hy as an ideal gas). If the energy efficiency of the
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Figure 1.3: The chemical potentials per Hs formula unit of different hydrogen storage
materials plotted against their operation temperature. The upper three solid lines mark
the chemical potentials of hydrogen gas for loading pressures of 5, 20 and 100 bar and
the lowest one for the minimum decomposition pressure of 0.13 mbar (taking minimum

storage efficiency nsior = 0.9). The dotted line gives the operation temperature at which
the energy efficiency of storage is 90%.

process needs to be higher than 7., this means that the desorption pressure should
be higher than:
o (l_nstor)HHQ
Pdes Z Puse € RT ) (16)
which is 0.13 mbar at P,,=2 bar and 7' = 300 K. Using f;e = Himar again, we get
the last equation:
Hmat Z Mgas(T; Pdes)- (17)

The conditions in equation (1.1) to equation (1.7) define a region in the H-T" plane
where materials need to be positioned. They are visualized in figure 1.3 using
Teny = 300 K, Pooq = 5, 20 and 100 bar, P, = 2 bar and 1, = 0.9 as a function
of the temperature of operation, 7;,. We note that practical efficiency limitations
may be much stricter since the efficiencies that were used for these calculations are
theoretical maximum values.

The overall efficiency may be increased when the waste heat from a fuel cell
can be used to desorb hydrogen from the storage material The restrictions given by
equation (1.4) then shift to higher temperatures. However, for successful applica-
tions, breakthroughs in the operation temperature of the electrolyte are needed so
that the fuel cells can work at 200-300 degrees Celsius, depending on the storage
material that is used. Recently it was shown that this indeed works using acid-doped
polybenzimidazole membranes, which operate between 100 and 200 degrees Celsius,
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Figure 1.4: Enthalpies of hydrogen storage materials plotted against their maximum
theoretical storage capacities in weight percentages.

high enough to desorb hydrogen from NaAlH, [13]. Apart from this advantage, the
higher operation temperature makes the catalyst much less sensitive to poisoning.

The weight capacity of a hydrogen storage material is a very important prop-
erty, especially when one considers vehicle applications. We visualize the hydrogen
densities by weight in figure 1.4, where we plot the absorption enthalpy of a se-
lection of hydrogen storage materials as a function of their weight capacity. We
note that the hydrogen content by weight of carbon materials is plotted at 2 wt%,
much lower than values reported in literature before. The second chapter of this
thesis reviews the claims for hydrogen storage on carbons, carbon nanotubes and
nanofibers and addresses the fundamental differences between hydrogen storage on
carbon nanotubes and other forms of graphite.

The plot shows clearly that magnesium is still a very important material for
hydrogen storage applications due to its low weight. Provided that the operation
temperature can be lowered and the absorption enthalpy can be increased (i.e. less
negative), magnesium metal and magnesium compounds are good candidates for
hydrogen storage materials. If a fuel cell would be developed that operates at &~ 300
degrees Celsius, the overall efficiency of operation and storage would be improved
because the heating of the MgHs could then be supplied by the excess heat from the
fuel cell. In the third chapter of this thesis we treat magnesium as a model system
and concentrate on the kinetic limitations that exists for hydrogen cycling in metal
hydrides.



Chapter 2

Hydrogen storage on surfaces

When a molecule is adsorbed on the surface of a material while no chemical bonds
are broken or formed, we speak of physisorption. A physisorbed molecule remains
intact as a molecule and by heating it can easily be removed from the host. A
well known example is adsorption of water in zeolites, in which case the interaction
between a polar molecule and an ionic surface gives a relatively strong interaction.
Polar molecules induce dipoles in non polar surface and vice-versa, which also leads
to an attractive potential. The lowest adsorption potentials can be found between
two non-polar objects, which are attracted by London dispersion forces [14]. In this
case, the total energy of two neutral objects in each others neighborhood is lowered
when they induce dipoles in each other, leading to attraction. The resulting forces
are very weak and decay with the seventh power of the distance. The research
described below concentrates on hydrogen storage on carbon materials, whose mu-
tual attraction results from these dispersion forces. The adsorption enthalpy for
hydrogen on carbon materials is just feasible for hydrogen storage, according to the
conditions shown in figure 1.3.

In the form of graphite, carbon is a material which is essentially two dimensional,
with the typical hexagonal structure. The bond between carbon atoms in a graphite
plane is strong, whereas forces between graphite planes are weak. Because the two
dimensional graphite planes are rather stable on their own, exfoliated graphitic
materials may possess very high surface areas.

2.1 Hydrogen storage on activated charcoal

Activated charcoal is prepared from raw materials (e.g. peat, lignite, coal), car-
bonized and reacted with steam at 1000 degrees Celsius. In this way some of the
carbon atoms are removed by gasification, which yields a very porous structure.
Activated carbons are highly micro- and mesoporous carbon materials, with a sur-
face area ranging from 1000 m?/g to more than 2000 m?/g. The structure of these
materials is very chaotic, which is caused by the production method.

That carbon materials with a sufficient high surface area might store an amount
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of hydrogen that is interesting for applications, has been realized since several
decades [15]. Nijkamp et al. systematically studied the amount of hydrogen ad-
sorbed by different types of activated carbon materials [16]. Hydrogen storage ca-
pacities scale with the surface area obtained using BET-analysis with nitrogen at
77 K, though some scatter is present in the results.

2.2 Storage capacity reports for nanotubes and
nanofibers

When graphite discs with a diameter of a few nanometer are stacked, one obtains a
nanofiber with a platelet structure. A herringbone nanofiber is stacked from cone-
shaped graphite elements, and a multi walled nanofiber is formed from concentric
tubes of enrolled graphite sheets. A new tubular form of carbon, the single walled
carbon nanotube (SWNT), was discovered by lijima in 1991 [17]. Enrolled two
dimensional graphite sheets form tubes with diameters around 1.3 nm. Since the-
oretically the surface area of a free graphite plane is as high as 2600 m?/g, much
interest for hydrogen storage applications was generated. The high hydrogen stor-
age amount (5-10 wt%) and high adsorption enthalpy (19.6 kJ/mol) reported for
a sample containing 0.1-0.2 wt% single walled carbon nanotubes (SWNT) stimu-
lated research world-wide [18]. Soon even more astonishing results were published:
10-60 wt% hydrogen storage in graphitic nanofibers at ambient temperature and
125 bar [19, 20] and 14-20 wt% hydrogen storage in lithium and potassium doped
multi walled carbon nanotubes [21]. These results could not be understood using
different types of calculations [22, 23, 24, 25, 26, 27, 28] and some were explicitly
falsified [29, 30, 31, 32].

More realistic results were reported by Ahn et al. [29] (= 0.2 wt% in nanofibers
at 100 bar and RT, room temperature), Liu et al. [33, 34] (4.0-4.2 wt% in SWNT
at 100 bar and RT), Stroebel et al. [35] (1.5 wt% in activated carbon at 125 bar and
RT), Tibbets et al. [36] (0.05 wt% for SWNT at 36 bar and RT) Ritschel et al. [37]
(0.05-0.63 wt% at 45 bar and RT), and Gundiah et al. [38] (3.7 wt% in SWNT at
100 bar and RT). At 77 K and 1 bar Schimmel et al. measured a hydrogen storage
capacity of 0.54 wt% for SWNT and 2 wt% for a high surface area activated carbon
[39].

2.2.1 Sources of discrepancies

Several causes can be named to explain the differences between published hydrogen
storage capacities. First we like to point out that some of the early measurements on
SWNT were performed on samples containing a very limited amount of SWNT (i.e.
less than 1 %), to which the hydrogen sorption was attributed completely. Secondly,
the gravimetric method which is widely used to study adsorption phenomena is not
accurate enough for hydrogen as its mass is very low (the lowest of all gases). Fur-
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thermore one should also take into account the volume of the sample that displaces
a volume of gas, leading to differences in read-out between different purge gases
(e.g. between Hy and Ar). Since virtually all impurities present in hydrogen gas
are much heavier and possess a higher adsorption potential on most adsorbents, the
method, unless very carefully used, may overestimate the hydrogen storage capacity
by more than an order of magnitude. Researchers who used a volumetric method,
can be caught by the third difficulty which is connected to the amount of gas that
adsorbs in the sample relative to the amount that is present in gaseous form in
the measurement volume. The volumetric method involves the measurement of the
pressure drop of hydrogen gas in a known volume, with and without a sample. When
experiments are performed at high pressures, the above mentioned ratio might be
extremely low, so that temperature fluctuations as small as a few degrees causes er-
rors as large as the actual storage capacity. This problem can be circumvented when
one avoids high pressures and uses large sample amounts in small sample volumes.
Finally a fourth source of confusion might be the definition of the hydrogen storage
capacity. The most strict and most common interpretation uses the amount of hy-
drogen which is stored in a vessel filled with the sample material compared to the
amount of hydrogen stored in the same but empty vessel under the same conditions.
Using this definition of the excess amount, some hydrogen adsorbing materials have
a negative storage capacity. Researchers that only measure the weight change of a
sample, effectively measure the excess amount which is not corrected for self volume
of the sample material.

2.2.2 Open questions

Several fundamental and important questions remained unanswered: How does hy-
drogen adsorb in nanostructured carbon materials such as SWNT and activated
carbons? Does a hydrogen molecule form a chemical bond with the carbon nan-
otube adsorbent or is the interaction purely physical (i.e. the hydrogen molecule
experiences a weak interaction potential and stays intact)? Is the interaction po-
tential similar between hydrogen and nanotubes and between hydrogen and planar
graphite? What is the accessible surface area of a carbon nanotube sample? What
types of sites are available for hydrogen adsorption? What is the influence of the
curvature of the tubes on the hydrogen storage properties of a SWNT sample?

2.3 Simulation results

Many authors tried to understand the reported high adsorption capacities using
simulation results. These can be divided on the basis of the assumptions in the
simulation method. When force field methods are used, no chemical bond activation
is possible and only physical adsorption takes place, in which hydrogen remains a
molecule. Ab initio methods do allow chemical absorption, in which bonds are
broken and new ones are formed. Most authors find relatively high adsorption
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capacities, as the interiors of the tube are generally supposed to be accessible as
well.

2.3.1 Classical grand canonical Monte Carlo calculations

For classical simulations effective potentials are used to evaluate the forces acting
between hydrogen molecules and the graphite layer. Williams et al. calculated the
surfaces area of bundles of nanotubes with different diameters [40, 41]. They find
that the inside of the tubes has a specific surface area of 783 m?/g and that the
outer surface area of the bundles varies between 0 and 1893 m?/g, depending on the
bundle diameter. The interstitial and groove sites are reported to have a low effective
surface area, again depending on the bundle diameter, of about 50 m?/g for larger
bundles. The hydrogen storage capacity for a seven-tube bundle at 77 K and 10 MPa
is 5.5 wt%, assuming that the inside of the tube is accessible for hydrogen. According
to similar calculations by Wang and Johnson and by Cracknell, the experimental
results for nanofibers (from Chambers et al.) are inconsistent with any reasonable
physisorption model [42, 43, 24]. Rzepka et al. found the same and concluded further
that capillary forces do not significantly enhance adsorption in nanotubes over that
between graphite planes [28].

2.3.2 Ab initio calculations

Some authors try to find a reaction mechanism by which hydrogen can chemisorb
on carbon nanotubes or can penetrate the tube walls, so that the interior becomes
available for hydrogen molecules. Since classical calculations exclude dissociation
of a hydrogen molecule, different ab initio methods are exploited. At a pressure of
50 kbar and a temperature of 800 K, dissociation of hydrogen molecules in carbon
nanotubes occurred in a density functional theory molecular dynamics simulation
[44]. The adsorption potential was found to be positive (i.e. non-bonding). Lee et al.
proposed a mechanism by which hydrogen atoms adsorb on the surface, dissociate,
penetrate the tube wall and recombine in the interior of the tube [45].

2.4 In-depth experimental results

As calculations can not explain the excessive storage capacities reported, detailed
measurements on the adsorption character, mechanisms, and sites for hydrogen on
SWNT are vital in the debate on these results. Experiments on the adsorption po-
tential, on the nature of the adsorption, on the adsorption sites and on the diffusion
of hydrogen will be discussed below.
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2.4.1 Adsorption potentials

The amount of adsorbed hydrogen as a function of hydrogen pressure approximately
follows the Langmuir isotherm given by:
g KPP
1+ KP’
where 6 is the coverage of the adsorbent surface, K is the equilibrium constant and
P is the pressure.

Introducing the rate of adsorption, ®,, which is proportional to the number of
molecules hitting a vacant adsorption site we get:

(2.1)

P

b, x \/T(l 9), (2.2)
where T is the temperature of the system and (1 — ) is the fraction of unoccupied
adsorption sites. We used the fact that the density of a gas is proportional to the
pressure, whereas the average gas molecule velocity is proportional to /7. The
rate of desorption, ®4, is proportional to a frequency, f, at which the surface atoms
vibrate (this frequency is of the order of 10'® Hz) and the Boltzmann distribution

factor, giving:
b, x fe_%ﬁ, (2.3)

where H,q is the enthalpy of adsorption, £k is the Boltzmann constant and # is the
fraction of occupied adsorption sites. Combining these two gives:

P =CfVTe (2.4)

with C being a constant. When the volume of the gas phase is small, we can assume
the fractional coverage, 0, to be constant in the temperature range investigated.

For several samples (SWNT and an activated carbon with a high specific surface
area of 2200 m?/g [39, 16]), the pressure as a function of the sample temperature
during cooling is shown in figure 2.1. From the errors associated with the fitted
values of the adsorption potentials, it was concluded that the adsorption potential
is 580£60 K or 5+0.5 kJ mol~!. The review article of Vidali et al. on potentials of
physical adsorption gives a well depth of 51.7 meV for graphite, which equals 600 K
or 5 kJ mol™! [46], in agreement with these results. The value of Dillon et al. of
19.6 kJ mol™! for hydrogen adsorbed onto single walled carbon nanotubes was not
reproduced [18].

2.4.2 Evidence for physisorption

The question whether hydrogen adsorbs on nanotubes as a molecule or as an atom
can be answered by measuring the change of the characteristics of the hydrogen
molecule on adsorption. Particularly the rotational spectrum of adsorbed hydrogen
molecules contains valuable information on the nature of the bond of the molecule
and of the symmetry of the adsorption site.
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Figure 2.1: Temperature-pressure curves for SWNT (circles) and two activated carbons

(triangles and squares). The line is a fit with the model P = C'v/Te Had/FT giving an
adsorption potential of 580460 K.

Hydrogen as a probe in rotational spectroscopy

Due to its diatomic nature, hydrogen can rotate around two axes. The possible
energies, E;, of the rotation of the hydrogen molecule are quantized and are labelled
by the rotational quantum number, J. For a hydrogen molecule that is free to rotate
(this is in good approximation the case in solid hydrogen [47]) the energies of the
rotational levels are given by E; = J(J + 1)B. The rotational constant, B, can be
evaluated with the formula [47]:
2
B (2.5)

2 b
m,R

where £ is Planck’s constant divided by 27, m,, is the mass of a proton and R is the
distance between the protons. From the experimental value of B, 7.35 meV, [47]
we can evaluate the difference between the two lowest rotational states (J = 0 and
J =1): 14.7 meV (or =170 K). Though it is trivial, we note that the rotational
transition only occurs for molecular hydrogen, i.e. atomic hydrogen bonded to a
carbon plane does not show this transition.

Hydrogen in rotational states with odd values of J is called ortho-hydrogen,
whereas hydrogen in rotational states with even values of J is denoted para-hydrogen.
At high temperatures (e.g. room temperature) the ratio of ortho- to para-hydrogen
molecules is 3 to 1. At temperatures much lower than 170 K the lowest rotational
state J = 0 is energetically favorable. The conversion from ortho- to para-hydrogen
is promoted by the presence of paramagnetic catalysts or impurities in the samples.
The neutron cross-sections of ortho and para hydrogen are rather different (ortho:
80 barn/molecule, para: 1.8 barn/molecule). Atomic hydrogen has a large cross
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section (80 barn/atom). When it is known that all hydrogen has converted from the
ortho to the para form, it can immediately be judged from the amount of scattering
whether atomic hydrogen is present.

When a hydrogen molecule is adsorbed on a surface, the potential it feels is not
isotropic nor circular symmetric because of the atomic nature of any surface, which
hinders the rotation of the adsorbed hydrogen molecule. Spherical symmetry is bro-
ken, causing the triplet J = 1-level to split. Such splitting contains information on
the symmetry of the site at which hydrogen is adsorbed. An example was observed
by Fitzgerald et al. for hydrogen molecules in interstitial sites in solid Cg [48].

If the molecular hydrogen electron cloud is severely altered because it takes
part in a bond with the surface, the distance between the protons increases due
to reduced electronic screening (this H-H bond lengthening effect is also known as
bond activation [49]). This leads to a smaller value of the rotational constant B
(see equation 2.5). Such bond elongation effects were illustrated by Eckert and
co-workers in experiments on different metal-complexes with a dihydrogen ligand.
They found that the separation of the lowest two rotational levels of the dihydrogen
ligand is smaller in complexes where the dihydrogen ligand molecule was more tightly
bound, and the larger proton-proton bond lengths found in this way were confirmed
by neutron diffraction [49].

Results

Brown et al. and Ren et al. measured the rotational spectrum with neutron scat-
tering. Both find that the first rotational peak has a small shift with respect to the
value for solid hydrogen, indicating that hydrogen molecules are weakly bound and
that the hindering of the rotations is very small [50, 51]. Brown et al. estimate a
binding energy of 6 kJ/mol, which is close to the literature value for the binding
of hydrogen to graphite [46] and conclude that hydrogen is located on the surface
of the tubes. Ren et al. found no peak broadening on increasing the temperature,
indicating that hydrogen mobility is lower than hydrogen on graphite, and conclude
that hydrogen is located in the interstitial sites, that is sites between the tubes in the
nanotube bundles. We will discuss the location of hydrogen in a carbon nanotube
sample in more detail below.

A comparison between adsorption on SWNT, activated carbons and graphitic
nanofibers was published by us [39] (see also appendix B). The rotational spectra
that were obtained are presented in Fig. 2.2. No sign of atomic hydrogen was found
under the experimental conditions (77 K and 1 bar). Carbon nanofibers adsorb
such a low amount, that experimental statistics are very poor. The spectra are
not shifted with respect to the spectra of hydrogen in solid hydrogen: no significant
bond activation or rotational hindering could be observed, which leads us to conclude
that hydrogen is really only physically adsorbed with a low adsorption potential, a
conclusion which supports the findings of an adsorption potential that is the same
or similar to that for hydrogen on planar graphite [39].
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Figure 2.2: Neutron energy loss spectra of hydrogen adsorbed in activated carbon (tri-
angles and squares), single walled carbon nanotubes (circles) and graphitic nanofibers
(diamonds). The scattering of the sample without hydrogen has been subtracted.

The bond-lengthening effect also affects the vibrations of the hydrogen molecule,
which are visible as ()-branches in Raman spectra. Williams et al. found no strong
shifts of this branch, indicating that no significant bond lengthening occurs for
hydrogen adsorbed on carbon nanotubes, and charge transfer is ruled out [40]. In
contrast, for more strongly bound chemisorbed molecular hydrogen in e.g. zeolites
strong shifts of the J = 1-level and the Raman @Q-branch can be observed [52, 53].

2.4.3 Adsorption sites for hydrogen on SWNT bundles

Carbon nanotubes experience mutual interaction due the Van der Waals forces,
comparable to the interaction between graphite planes, though nanotubes have a
smaller contact area due to their curvature. As the interaction potential is negative,
the lowest energy configuration is achieved when the contact area between tubes is
maximal. The interaction area is maximized when tube arrange themselves to form
bundles. Results by Mulder et al. show that carbon nanotubes are indeed arranged
in bundles with thicknesses up to 50 nm and these are in turn arranged in domain
with a size of about 10 um [54]. The grooves between the tubes in the bundles may
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form a site which is favorable for hydrogen adsorption: the adsorption potential is
known to be about twice that of hydrogen on planar graphite, basically because the
hydrogen molecule can touch two surfaces there [40, 55, 56, 57, 58|. In literature
there has been a long discussion about the nature of the adsorption sites for gases in
nanotube samples. Some authors suggested interstitial sites (between the tubes) or
intertubular sites (inside the tubes) [51, 59, 60]. However adsorption of hydrogen is
not possible in interstitial sites when all tubes have comparable diameters, because
the intertubular voids are much to small (2.1 A diameter) for hydrogen molecules
(2.9 A diameter) [39, 48]. Surface area measurements give a relative small number,
indicating that the accessibility of the interstitial channels and the tube interiors
is very limited [61]. Lately Bienfait and co-workers proposed another model intro-
ducing the idea of a bundle of nanotubes with different diameters [62]. Due to the
differences in diameters of the tube misfits occur which provide voids large enough
for interstitial molecules to adsorb in. It is an interesting question whether this
effect is indeed visible in the specific surface area of such a sample, as well as in the
spectra from the techniques described above (maybe using smaller molecules than
hydrogen).

The isotherm we obtained (see figure 2.3) shows some remarkable features: it
starts with a curved part which may be fit using a Langmuir isotherm, followed by
a straight part ending in a sharp kink in the isotherm at the completion of the first
monolayer.

Four different lines can be discriminated in figure 2.4 showing the high resolution
results from the TOSCA spectrometer (ISIS, UK) on the rotational peak of hydrogen
adsorbed on SWNT at different loadings [63] (see also appendix C). From these
measurements it was inferred that hydrogen first occupies groove sites in the bundle,
for which the pressure follows the Langmuir isotherm. The shape and the depth
of the groove potential splits the first rotational level, giving line I and II. On
further loading, line III shows that the surface of the bundles becomes covered.
The width of this line starts narrow as the rotational hindering is small when the
surface coverage is low, and increases when the layer becomes more dense. The
straight line in the isotherm is associated with the filling of the surface layer. The
straight character of the isotherm indicates that the number of possible confirmations
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Figure 2.4: Inelastic neutron spectra for indicated hydrogen loadings in single walled
carbon nanotubes. The fit (solid line) of the spectra (symbols) with spectral contributions
as described in the text drawn separately (gray line). Gaussian lineshapes were used for
the J = 0 to J = 1 rotational transition of hydrogen adsorbed on several surface sites in
the nanostructured SWNT matrix. Lines I and II represent one type of adsorption site
in the grooves, line III is the adsorption on the surface of the SWNT and line IV is the
second layer.

W = exp(S/k) scales linearly with the coverage. The highest loading shows that
hydrogen starts to occupy a second layer (line IV), which has a small interaction
potential and a small rotational hindering (the line is resolution limited). From
equivalent neutron scattering experiments, Georgiev et al. draw the conclusion that
at least two different adsorption sites play a role [64].

The effective mass of an adsorbed molecule is determined by the potential energy
landscape it feels. Steep and high potential walls result in a high effective mass.
From an analysis of the difference between scattering in forward and backward
directions, presented in figure 2.5, information on the effective mass of the hydrogen
molecules can be obtained [65]. The molecules which adsorb in the grooves of the
nanotube sample scatter isotropically (line I and II) as they are bound by hard
walls (i.e. the nanotube surfaces) in two directions. The first molecules on the
surface of the bundles (line IIT) scatter mainly forward, which indicates that they
are restricted much less and are very free to move over the surface. When the surface
layer becomes more dense, more neighbor interactions are present, which increases
the effective mass. The last contribution (line IV), representing a partly occupied
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Figure 2.5: Neutron scattering spectra for hydrogen on SWN'T that were shown in Fig.
2.4 decomposed in forward (x) and backward (+) scattering contributions. The adsorbed
hydrogen molecules scatter more isotropically when a site becomes filled.

second layer, is only visible in the forward scattering direction indicating that the
potential walls are again very soft.

Quasi-elastic neutron scattering measurements reported by Narehood et al. show
thermally activated diffusion on the surface of the nanotubes [66]. Their sample
was loaded to 0.5 wt%, which means that at low temperatures only the grooves
were filled. When the temperature was increased, the signal from moving hydrogen
molecules appeared as they were activated from the groove sites to the surface.
These results are consistent with the calculation that predict that the adsorption
potential in a groove site is about twice that in the surface sites [55].

2.5 Zeolites, Metal Organic Frameworks and Hy-
drogen Clathrates

There exist other materials with a high surface area that are potentially interesting
for hydrogen storage applications. The class of materials with a very open regular
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structure known as zeolites —crystalline aluminosilicates— are mostly used in chem-
ical processing, but also store hydrogen. Zeolites draw particularly interest as they
combine a high surface area with a relatively high adsorption enthalpy due to the
ionic nature of the surface. They store hydrogen in reasonable amounts, provided
that the hydrogen molecule can enter the zeolite, which is not the case for some
types of zeolite. The interaction between zeolites and a hydrogen molecule is about
10-15 kJ /mole Hy, much larger than that between hydrogen and graphite due to the
presence of ionic centers [67]. Low temperature operation, however, is still needed
in order to achieve practical storage pressures. As the building blocks of zeolites,
SiO4 and AlO, tetrahedra, are quite heavy, the weight capacity is always low (see
the values published by Nijkamp et al. [16]). We measured the zeolite known as
NaY, which has a structure that is large enough for hydrogen molecules to enter,
and found a storage capacity of about 0.1 wt% at 77 K and 1 bar Hy pressure. Since
zeolites are used world wide in industry, they may play a role for hydrogen storage
in stationary applications. For storage of hydrogen onboard a vehicle, the capacity
is too low at the present moment.

Metal organic framework (MOF) materials with an exceptional high surface area
were reported to exhibit a high adsorption capacity (4.5 wt% at 78 K and 1 bar)
[68], though more recently lower values (in the range 1-2 wt% at 77 K and 1 bar)
were reported by the same group for slightly different high surface area MOF's [69].
Metal organic frameworks are crystalline structures of metal-oxide corner groups
linked together by aromatic bridges (small graphitic parts). The material used for
the first hydrogen storage experiments, MOF5, has a cubic structure with a lattice
parameter of 25.85 A. Because the structure has only atoms on the edges and in
the corners, a large void is present which can be occupied by guest molecules such
as hydrogen. The interaction potential is estimated to vary between 5 kJ/mole for
graphitic parts and 10-15 kJ/mole for the ionic centers. Eckert et al. report inelastic
neutron scattering experiments showing that several adsorption sites exist in this
material [68]. Since an activated carbon with a surface area of 2200 m?/g stores
about 2 wt% under these conditions [16], the hydrogen storage capacities reported
in the second paper are more plausible as the surface areas and the interaction
potentials of this activated carbon and the MOFs are comparable.

Under high pressure water and gas molecules can form solids in which the water
molecules form cages filled with and stabilized by the gas molecules, known as
clathrate hydrates. For hydrogen storage these materials were always considered as
highly impractical due to the extremely high equilibrium pressure (around 2000 bar)
at ambient temperatures [70]. Recently Florusse et al. was able to show that the
hydrogen hydrate can be stabilized at room temperature about 100 bar when a
small amount of the promotor tetrahydrofuran (THF) is added [71]. This pressure
is obviously more practical, though still relatively high. The clathrate with THF
promotor that is formed is reported to be of the sll-type with a structure that is
equivalent to that found by Mao et al. for the pure hydrogen hydrate [70]. Florusse
et al. find evidence that the small cages in the sII structure are filled by more than



2.6 Conclusions 23

one hydrogen molecule, which makes that approximately 5 wt% may be stored in
practice [71]. These hydrogen hydrates may be produced in stationary plants, after
which hydrogen can be loaded in the hydrate form in vehicles. The hydrogen can
easily be released by decomposition of the hydrate when the pressure is lowered or
the temperature is increased.

2.6 Conclusions

We started this chapter by stating that the adsorption enthalpy of hydrogen on
carbon materials is just right for hydrogen storage applications according to the
demarcation given in section 1.4. We have shown that although hydrogen adsorbed
on carbon nanotubes has some remarkable features, most likely due to the curved
nature of the surface, carbon nanotubes are not adsorbing better, and with respect
to specific surface area even worse than activated charcoals. The fact that we need
to cool hydrogen physisorption systems is a major drawback of these materials. Fur-
ther, we need to realize that all physisorption materials suffer from a slow capacity
degradation when the hydrogen that is loaded contains some contaminants as all
other gases except some noble gases have a stronger adsorption interaction.

The use of physisorption systems at room temperature is also an option when
one applies pressures of the order of 100 bar, either in the form of gas hydrates, in
metal organic frameworks or in ordinary charcoal. However, the social acceptance
of such relatively high pressure systems is likely to be very low, given the fact that
the use of liquified petroleum gas (LPG), which works with pressures around 10 bar,
is already very controversial because of projected explosion risks: in many countries
LPG-cars are not allowed in parking garages and in the Netherlands a workgroup
recently suggested to stop the distribution of LPG completely. Another questions
is whether a storage tank filled with a high-pressure (100 bar) adsorbent will be so
much lighter that drawbacks such as the cost of the adsorbent and the capacity loss
with time are compensated. We conclude that hydrogen storage by physisorption on
high surface area materials is a valuable option from a fundamental viewpoint. From
a practical view-point, however, economic and safety considerations might hamper
its widespread use in the near future.
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Chapter 3

Kinetics of hydrogen storage in
magnesium

Hydrogen often behaves as an element of the halogen group like fluorine and chlorine.
In this role, it forms hydrocarbons like methane, gasoline and all sorts of plastics.
In the periodic system, however, Mendelejev positioned it above the alkali metals
on the basis of its mass and it stayed there as it has a single electron in the s—shell
like all elements in the first row. When hydrogen behaves like a metal, it forms
compounds with metals like LaNis, FeTi, Pd and others [8]. Generally the Miedema
model applies, which says that the more stable an intermetallic compound is, the
less stable its hydride is and vice versa [72]. These intermetallics form initially a
solid solution a phase when they are hydrided. The lattice of the a—phase expands
as each hydrogen atom adds an effective volume of 2-3 A® [73]. The a-phase is
characterized by a relatively low hydrogen concentration, so that the interactions
between hydrogen atoms are weak and the mobility is generally very high. Mutual
interactions between dissolved hydrogen atoms cause a ‘gas-liquid’ a—a’ transition
when the hydrogen concentration increases [74]. The two phases basically differ only
by the lattice parameter and the hydrogen occupation. The ‘gas-liquid’ analogy
comes especially to the fore in the existence of a critical point in the phase diagram,
above which no phase transition occurs.

When hydrogen shows more halogen-like character, it forms complex metal hy-
drides such as LiAlH, MgAlH, and MgH,. For most of these compounds a version
where hydrogen is substituted by chlorine or fluorine is known. On hydriding, these
compounds undergo a phase transition which cannot be described by the analogy of
a gas—liquid transition: the typical critical point is absent. The resulting compounds
are not metallic, but ionic or covalent and most of them appear as white solids in
their pure form. The alanates (i.e. the compounds of the form MAIH,, with M a
metal) are not easily reversible with respect to their hydrogen content, though the
addition of titanium particles improves the reversibility in the case of NaAlH, [75].

In this chapter we will describe our investigations on the limitations of the kinet-
ics of the reaction of hydrogen and magnesium. First we report the influence of ball
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milling, then we analyze the diffusion of hydrogen through magnesium metal and
finally show why the heat of the hydride formation should be taken into account as
well. We start reviewing the literature on the limiting factors for hydrogen sorption
kinetics in magnesium.

3.1 Magnesium as a hydrogen storage material

Magnesium metal may be hydrided with hydrogen gas to form magnesium dihydride.
It is one of the most promising hydrogen storage materials, as it stores about 7 wt%
of hydrogen reversibly. Magnesium exhibits very slow hydriding and dehydriding
processes even for laboratory-size samples. This and the high adsorption enthalpy
(i.e. low equilibrium pressures at ambient temperatures) makes that magnesium
requires a high operation temperature of about 350 degrees Celsius [76].

3.1.1 Limiting factors for hydrogen sorption kinetics

An important parameter of hydrogen storage systems, especially for mobile applica-
tions, is the speed of hydriding. The goal is to store a few kg of hydrogen in a few
minutes (when hydrogen is loaded in the form of a hydride the absorption rate can
be smaller). The hydriding process involves the following steps: gas transport to the
surface of the particles, surface adsorption and dissociation, transition from surface
to bulk, diffusion through the material and finally nucleation and growth [77, 78].
Usually these processes are relatively fast for practical-size batches, so that thermal
conductivity and gas permeability are the limiting factors in applications [79].
Several authors conclude that the shell model applies (see figure 3.7). In this
model hydride formation starts at the surface of a magnesium metal particle. When
more than three of these hydride grains nucleate at the surface, they will eventually
merge and form a gas-tight, closed shell (due to the low hydrogen mobility) of mag-
nesium hydride around the remaining metal core [80, 81, 82, 83, 84, 85]. Vigeholm
et al. found that the diffusion of hydrogen is not through the magnesium hydride
phase, but rather along the hydride-metal interface [86, 80]. Experimentally it has
been found that for particles larger than about 75 pum, the hydriding progress be-
comes very slow when about 30% of the sample has converted to MgH, and that
at the end the particle still contains an unreacted magnesium metal core |77, 78].
The isolating effect of a hydride layer near the interface has also been observed in
the case of thin magnesium layers [87]. On dehydriding, the magnesium hydride
starts to convert to magnesium metal at the surface while the size of the magnesium
hydride phase decreases. The hydriding and dehydriding processes may therefore
be intrinsically asymmetric [83]. The importance of the dissociation process has
been stressed by Gerasimov et al. [88]. They also found that cracking of the mag-
nesium oxide layer occurs during a heat treatment, which makes the magnesium
metal surface accessible for hydrogen molecules [89]. Mintz et al. showed that the
diffusion process may be relevant [90]. Liang et al. found that initially nucleation
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and growth and in a later stage the long range hydrogen diffusion is most important
[91]. Mechanical grinding and the addition of alloying elements such as indium [90]
or cerium [92] to improve diffusion speeds has been exploited already more than 20
years ago [77]. Another option is the addition of a metallic or metal-oxide catalyst
to the surface of the magnesium particle [80, 93, 94].

3.1.2 Ball milling and catalysts

Recently, high energy ball milling was applied to magnesium hydride which decreases
the particle size and induces stresses and defects in the structure [76, 95, 96]. The
ball milling treatment increases the hydriding kinetics by approximately a factor of
10 and the addition of vanadium as a catalyst may increase the kinetics by another
order of magnitude. As ball milling breaks down the particles, a higher surface area
is present for hydrogen to enter the particles. Other effects may be that hydrogen
diffusion is speeded by the introduction of defect zones or that defects form multiple
nucleation centers for MgHs. In order to be able to point the most relevant factor,
it is crucial to have a better understanding of the changes made by the ball milling
treatment.

3.2 Structural changes in ball milled magnesium
hydride

Huot and co-workers investigated ball milled magnesium in detail using X-ray diffrac-
tion [96]. They found that a ball milling treatment of S-MgH, forms the high-
pressure y—MgHy—phase [97] to a concentration of 18%. Cycling the hydrogen con-
tent removes this phase again. The average particle size for such ball milled samples
was determined to be 12 nm. The background of the diffraction patterns obtained
after ball milling is significantly increased, which means that a large part of the
scattering is not found in the Bragg peaks any more, possibly due to very small
crystallites, very high defect concentrations, strongly distorted structures or amor-
phous parts in the crystallites. The fact that diffraction relies on long-range ordering
is clearly a drawback when one wants to study materials which are heavily deformed
(for instance by ball milling). Vibrational spectroscopy may be used in such situa-
tions because very small structural units already produce a typical spectrum [98].

3.2.1 Vibrational spectroscopy as a sub-nanometer probe

Vibrations are governed by forces between atoms that have in general a range less
than 1 nm. Thus, by probing vibrations we effectively probe the material on a
nanometer scale. A drawback is that we need a priori knowledge of the structure and
a reliable method to calculate the vibrational spectrum from the structural model.
In the case of magnesium hydride structural models of the f— and y~MgHs—phase
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Figure 3.1: Vibrational spectra (from top to bottom) of bulk MgHs, ball milled MgHs

and for MgHy that was ball milled and rehydrided. The calculations for — and v—MgH,
are also shown.

are available and calculations using Density Functional Theory predict vibrational
frequencies remarkably well [99].

We measured the vibrational spectrum of bulk (i.e. unmilled) magnesium hy-
dride on the inelastic neutron scattering spectrometer TOSCA (see also appendix
D, [100]). The vibrational spectrum was simulated using Density Functional The-
ory calculations with the VASP package [101]. The momentum transfers at which
TOSCA measures vary with the energy transfer. It is not sufficient to simulate only
the I'-point, the point of zero momentum transfer. In order to correctly describe
the measured spectrum we derived all force constants, after which a full phonon
spectrum was calculated using the program PHONON [102]. Then a cut from the
calculated spectrum was taken using a Monte Carlo method to simulate the TOSCA
spectrum.

Figure 3.1 shows our results for bulk, ball milled and rehydrided magnesium
hydride, together with the calculations for the - and —MgH; phases (see also
appendix E, [103]). The resemblance is remarkable, particularly if we have in mind
that the only input for this calculation was the structure of MgH,. We observe that
the spectrum of ball milled magnesium hydride is very much rounded off with respect
to the spectrum for the bulk material. On dehydriding and subsequent rehydriding,
we get the bulk spectrum, though X-ray diffraction showed that the particle size
stays small. We performed simulations of the spectrum of f— and y~MgH, that
was deformed in several ways. The simulated spectra show a dependence of the
peak positions on the pressure and deformation in the structure. A distribution of
stresses produces a spectrum which is rounded off. In Figure 3.2a we approximated
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Figure 3.2: a) The vibrational spectrum of ball milled magnesium hydride (top) with
‘fit’ (bottom), which consists of 75% of the calculated and averaged spectrum of 3-MgH,
plus 25% of v~-MgH, and a background function. b) The measured vibrational spectrum
for ball milled magnesium hydride (top line with crosses) and the calculated spectra for ~y
MgH2 (bottom solid line) and 8 MgHs (bottom dotted line). The calculated spectra are
multiplied by 10 with respect to the scale used in a). The ratio between [ and ~-phase in
the ball milled sample samples might be as high as 50% and the y—phase appears to be so
distorted that it contributes mainly to the background at the higher energy part shown in

a).

the experimental spectrum of ball milled MgH, by taking 75% of the calculated and
averaged spectrum of -MgH, plus 25% of v~MgH; plus a background function.
However, as becomes clear from Figure 3.2b, the actual fraction of the v phase is
much higher than 25% and a large portion of the background in the vibrational
spectrum has to be attributed to y—phase particles. Apparently the distortions of
the v—phase are that large that the peaks at higher energies are completely smeared
and contribute to the background. We can explain the fact that we only see this
~y—phase in the lower energy part of the spectrum by assuming that the peak shifts
due to the deformations are proportional to the position of the peak, whereas the
peak widths are comparable throughout the spectrum.

The initial dehydriding kinetics of a ball milled sample is very fast [96]. After
a few cycles the hydriding kinetics become constant, but much faster than those
for the bulk material. We found that the y—phase disappears on cycling and that
the structure that remains is very clean: no signs of stresses have been found for
the rehydrided material: the defect structure that is introduced by the ball milling
method, is annealed out when the hydrogen content of the material is cycled. As
the hydriding speed remains high, we conclude that defects and lattice deformations
do not play an important role in the observed increase in speed.

3.3 Diffusion of hydrogen through magnesium

Fick’s first law states J = —D de/dx, connecting the flux, J, the diffusion constant,
D, and the concentration gradient, de/dx. The solubility of hydrogen in magnesium
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metal, ¢, is an important parameter for hydrogen sorption kinetics. From the Gibbs
free energies of the Hy gas phase, the MgH, solid solution phase and the Mg metal
phase, we obtain the concentration, ¢, in the Mg a—phase from the equation:

2 [G;’;;@’;,(T) — GYM(T)| + RT[In(2¢) — In(1 — 20)] = 0.5G4°  (3.1)

using the same symbols as Zeng et al. [104]. In the same way the equilibrium
pressure of hydrogen gas and magnesium hydride can be found from

GYT) = Gy g(T) + G4>(T, P) . (3.2)

The hydrogen concentration, ¢, in magnesium metal in equilibrium with hydrogen
gas and magnesium hydride is shown in figure 3.3. The calculated points can be
approximated by the function ¢ = 20 exp(—54800/RT'). The equilibrium pressure
as function of the temperature scales with exp(—74500/RT).

Renner et al. determined a diffusion coefficient of hydrogen through magnesium
metal of D = 3.8 - 107%exp(—40000/RT) [92]. From permeation experiments, a
diffusion coefficient of D = 1.54-107% exp(—24100/RT) was found [105]. The energy
barrier between 2a sites along the c-axis was found to be 155 meV with density
functional theory calculations corresponding to a diffusion coefficient of D = 1.2 -
107 exp(—15000/RT) m?/s [106] when we assume an attempt frequency of 10'* Hz.

Magnesium metal crystallizes in a hexagonal closed packed structure (space
group P63/mmc). In this structure octahedrons and tetrahedrons with magne-
sium atoms on the corners are present as is shown in figure 3.4. For every Mg atom
(Wyckoff site 2c), there is one octahedron site (Wyckoff site 2a) and two sites with
tetrahedral coordination (Wyckoff site 4f). Two tetrahedron sites are separated by
1.32 A via a window of three magnesium atoms. Table 3.1 shows all nearest neighbor
distances between octahedrons and tetrahedrons.

Figure 3.4: The crystal structure of magnesium metal show-
ing the tetraedron and octaedron sites for hydrogen.
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Table 3.1: The number and the length of the paths between sites in Mg metal. The
coordination number of the window is always 3, the paths via a Mg-Mg line are left out.

initial site  target site number length [A]

octahedron octahedron 2 2.64
octahedron tetrahedron 6 1.99
tetrahedron tetrahedron 1 1.32
tetrahedron octahedron 3 1.99

3.3.1 Molecular dynamics simulations

We applied ab initio molecular dynamics simulations using VASP [101] on the mag-
nesium metal-hydrogen system so as to investigate the diffusion of hydrogen atoms
through the metal matrix (see appendix F, [107]). We use a supercell of 3 x 3 x 2
unit cells of magnesium metal and added one hydrogen atom. The supercell lattice
parameters are a,b=9.750 A and ¢=10.552 A and it contains 36 magnesium atoms
and 1 hydrogen atom. A gamma-centered k-point grid of 2 x 2 x 2 points and a
value for the gaussian smearing of 0.2 made the entropy contribution to the total
energy smaller than 1 mev/atom [108].

Molecular dynamics simulations were performed at 673, 623, 573, 523 and 473 K
with 20000 time steps of 1 fs. The structure was thermalized for a few ps before the
simulation was started. The trajectories of the hydrogen atom are plotted in figure
3.5. It shows that the tetrahedron sites come in pairs (seen as the 8-shape in the
trajectories). These pair sites are separated by a distance of 1.32 A only and appear
to have a relative low energy barrier between them. The octahedron site is much less
occupied. At 673 K, the hydrogen atom stays about 75% of the time in tetrahedron
sites and 16% of the time in octahedron sites, while for the rest of the time, no site

] 473k 573K

Figure 3.5: The trajectories of a hydro-
gen atom in a magnesium metal lattice (36
atoms) at different temperatures. The tra-
jectory is drawn between points that are
separated by 10 fs simulation time. A
total number of 2000 points are drawn,
which equals a simulation time of 20 ps.

X [A]
h
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can be assigned. The mean square amplitude equals 0.04 A? for the tetrahedron
site and is of the order of 0.1 A2 for the octahedron site. Using the equation in
appendix A.2.6, we inferred the diffusion coefficients for these temperatures. The
diffusion coefficients that we found were fitted yielding the following approximation:
D =2-10"2?exp(—40640/RT). We find an activation barrier which is much higher
than published by Renner et al. and Nishimura et al., although the prefactor is larger
in our case, which makes that our value agrees within an order of magnitude with
those of Nishimura et al. [105] in the temperature range 500-700 K, whereas the
values of Renner and Grabke are consistently lower [92]. The fact that the jumps
of hydrogen are correlated (see figure 3.5) makes the diffusion coefficient that we
derived from the energy barrier published by Jacobson et al. much to low. We plot
these results on a log scale in figure 3.6.

Figure 3.6: Hydrogen diffusion coefficients in
magnesium metal from calculations (solid line our
calculations, dash-dot-dotted line barrier calcula-
tions of Jacobson et al. [106]) and experiments
(dotted line from Nishimura et al. [105] and dash-
dotted line from Renner and Grabke [92]).

3.4 Heat effects

As we discussed above, the evidence for the shell model is quite convincing. Dis-
cussions in literature, however, do not handle about heat effects on the scale of a
single grain. Below we show why heat effects are very important for hydriding (and
dehydriding) properties of a material. The increase in temperature when a small
fraction of a particle transforms into a hydride, makes the driving force for further
hydriding zero.

We pose the following, realistic, situation: a bed of particles is brought at a
temperature of 673 K and a pressure P, = 35 bar of twice the equilibrium pressure,
P.,, is applied. On the application of the pressure, the magnesium metal a-phase will
first start to saturate with hydrogen atoms. After a certain time, the hydride phase
will nucleate somewhere in the particle. This hydride phase will grow as there exists
a driving from the overpressure. Magnesium hydride is an insulator and the heat
that is generated on the hydride-metal boundary will distribute over the remaining
magnesium metal (a-phase). Due to the temperature rise that then occurs, the
equilibrium pressure of the particle rises and the chance of new nucleation elsewhere
in the particle decreases rapidly.

Consider a particle containing N, mol magnesium atoms of which a fraction
f has been converted to magnesium hydride. The heat that is released by the
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Figure 3.7: Two adsorption models, on the left the shell model that applies to large
magnesium particles where so much nucleations occur that a closed hydride layer forms
that hinders further hydriding at a certain stage. On the right the sink model that applies
to small particles (smaller than 75 pm) wherein only one hydride nucleation occurs due to
the heat which neutralized the other nucleation center. The nucleus acts as a sink which
removes the hydrogen atoms before they can initiate a new nucleation elsewhere.

conversion to the hydride phase is Hy = fHgm, Ny, where Hyrgp, is the formation
enthalpy of magnesium hydride, 74.5 kJ/mol. The heat will increase the temperature
of the magnesium particle by AT = Hy/(MyyChgN,y), using the molar mass of
magnesium, My, = 0.0243 kg/mol, and the heat capacity, Cy, = 1026 J/(kg K).
The equilibrium pressure becomes equal to the applied pressure (which we assumed
to be two times the equilibrium pressure initially) when the temperature of the
magnesium particle increases by about AT = 35 K (for temperatures around 673 K,
for lower temperatures, AT is lower). Now that we know all parameters, we can
calculate f = ATMpyCrg/Hurgr, = 1.2%. We conclude that when just 1.2% of a
Mg particle transforms to MgH, the heat that is released makes the driving force
zero due to the temperature-rise of the particle. Only when the heat has been
dissipated, a driving force exists again and more hydrogen may adsorb. This shows
that heat transfer is not only important for engineering sized batches, but also for
the microscopic nucleation behavior.

The characteristic time associated with the transport of the heat that is gener-
ated through a magnesium particle may be evaluated from the following model: an
average temperature difference of %AT exists over a cube with dimension d x d x d.
The time needed to transport enough heat via this cube to increase the temperature
of an identical cube by AT may be expressed as: ¢ = 2pp,Crd?/G, where G is
the heat conductivity coefficient G = 156 W/(m K) and py, = 1738 kg/m? is the
density of magnesium. For d = 107 m, t = 2.2 - 107® s. We compare this with the
nucleation rate, which is commonly expressed as:

kT
N =N, Te*%, (3.3)

where AG is the activation energy of nucleation, which may be as high as 85 kJ /mol
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[91]. The number of nucleation centers in the particle, N, is assumed to be of the
order of 10. We find for the average time between two nucleations ¢t = 2.8 - 1078 s,
which is comparable to the heat transportation time we determined above. However,
if we take smaller particles, i.e. with a characteristic dimension d = 20 nm, the heat
transportation time becomes much shorter, t = 4.6 - 1072 s, whereas the average
nucleation time may increase as it is likely that there are less nucleation centers in
a small particle.

We conclude that heat effects become more important when particles become
smaller. The characteristic particle size where heat effects make that only one
nucleation center is allowed to grow is of the order of 1 pym. This is in agreement
with the observation of Vigeholm et al. [86] that particle exceeding a size of about
75 pm did not react completely. For particles of this size, the particle is that big
that the chance is high that more than three hydride phases nucleate, which forms a
closed shell when they grow spherically. For sub micron particles it is likely to have
only one nucleation center and the formation of a MgH, shell becomes unlikely.

3.5 Nb catalyst phases during hydrogen cycling
of Mg

Above we discussed the effect of ball milling on the hydriding properties of Mg par-
ticles. We concluded that the main reason that the kinetics improve is that the
particle size becomes smaller. Apart from the ball milling treatment, catalysts are
frequently added to a Mg sample, since this increases the sorption kinetics signif-
icantly as well. Huot et al. have shown that especially V and Nb are very good
catalysts for magnesium when the catalyst and magnesium hydride are ball milled
together [109, 94]. Several attempts have been made to reveal how these catalysts
work. Pelletier et al. used in situ X-ray scattering to follow the phases that exist
during desorption of hydrogen from ball milled MgNbg o5Hy [94]. They found a Nb
phase that acts as a gateway for hydrogen during desorption. Yavari et al. were able
to point out that this gateway phase is actually a bee solid solution NbH phase [110].
We performed neutron scattering experiments on the same system (MgNbg5D,),
though with deuterium instead of hydrogen (see appendix G). We worked at a con-
stant temperature of 320 degrees Celsius first absorbing and then desorbing with a
constant deuterium flow and found the solid solution phase with composition NbD,
in all spectra. In our case the amount of deuterium in, and the lattice parameter
of NbD,, varied with the deuterium pressure that existed in the sample during deu-
terium cycling. Only when all MgD, was converted into Mg, the pressure became
low enough for NbD to desorb. During the experiments of Pelletier et al. and Yavari
et al., the samples were first evacuated to low pressures. The temperature was then
ramped while diffraction spectra were obtained. During this procedure the sample
was still evacuated. Using such a procedure, large pressure gradients exists between
the pressure locally in the sample and the pressure in the pump as the particle bed is
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Figure 3.8: Rietveldt refinement of the fully dehydrided sample. Two unique peaks that
belong to the perovskite phase are indicated by the arrows in the insets.

a considerable resistance to the hydrogen flow. The pressure in the sample container
is a measure for the rate of hydrogen desorption. Since in these experiments the
desorption takes place on the scale of seconds, high desorption rates and thus rela-
tively high local pressures are found, which is visible in the hydrogen content of Nb.
In our case, the deuterium was cycled under conditions much closer to equilibrium
and no gateway phase was found.

To our surprise there appears on the first instant of D absorption a D-depleted
MgD_, phase. This may represent the first nucleation stage of MgDy (and MgHs).
This phase could have enhanced proton mobilities since the vacancies in this initial
phase facilitate hydrogen diffusion through the hydride. Most interestingly, however,
is our finding of an extra phase in our spectra. Figure 3.8 emphasizes the peaks of
these phase that are observable by eye in the spectrum of the fully dehydrided
sample. We could uniquely identify peaks at d-spacings equal to 2.035 A 1.661 A
and 1.175 A which points towards a cubic phase with a lattice parameter of 4.07 A.
We propose a perovskite structure with the formula Nb(Mgg 333Nbgg67)O3. This
phase could consistently be fitted in all spectra that were taken during desorption.
Since some perovskites are proton conductors and/or catalytically active [111], we
speculate that this new phase may be catalytically active here too. It is not unlikely
that this phase, which can be formed from MgO that is already present in the
sample and from Nb during ball milling, plays an important role in the transport
of hydrogen through the MgO barrier, since it may replace the MgO layer on the
surface of Mg particles.

3.6 Conclusions

Magnesium has been taken as a model system to study the limitations for hydriding
kinetics of hydrogen storage materials. We have shown that making the hydrogen
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storage materials nanostructured improves the hydrogen storage kinetics due to the
fact that the accessible specific surface area becomes much larger, because diffusion
paths become shorter and because only one nucleation center is activated. For
magnesium, and most likely for all metallic hydrogen storage systems, the diffusion
of hydrogen atoms through the metal is not a serious barrier. The diffusion of
hydrogen through the hydrogen-filled hydride phase, where the mobility is much
lower, can cause a blocking effect when large particles are used. The discussion on
the heat effects given above does apply for every hydrogen storage material where
hydrogen is stored interstitially as they all have comparable absorption enthalpies.
Materials which are thought to be useful for heat storage by hydrogen cycling, are
less useful for hydrogen storage since large amounts of heat need to be dissipated
and supplied again on hydrogen extraction. A hydrogen depleted MgH_5 phase was
observed just at the beginning (ending) of hydrogen absorption (desorption). This
phase should have enhanced hydrogen transport. Finally the in-situ study on Nb-
catalyzed Mg showed an interesting new Nb-Mg-O perovskite phase that may be
relevant for the catalytic activity of niobium in magnesium. We conclude that Mg
based storage materials would be promising in combination with high temperature
fuel cells.



Chapter 4

Concluding remarks

In the first chapter we saw that practical storage efficiencies limit the sorption en-
thalpies of hydrogen storage systems with respect to the temperature of operation.
High surface area materials such as activated carbon and single walled carbon nan-
otubes need to function at low temperatures, which brings drawbacks of heat leakage
and heat from adsorption that has to be brought to high temperatures.

Further, we need to realize that all cooled physisorption materials suffer from
a slow capacity degradation when hydrogen contains some contaminants. This is
particularly relevant because all other gases except some noble gases have a stronger
adsorption interaction. We conclude that the high surface area carbon materials are
expected to play no important role for hydrogen storage in the future because the
hydrogen adsorption interaction is too low. No reports are available to date of the
adsorption energies for hydrogen in MOFs, but it may be deduced from the low
operation temperature that it will be low for most of the internal surface. Zeolites
remain relatively heavy and are therefore not particularly promising.

Materials that are synthesized in a plant, such as hydrogen clathrates and hy-
drogen borates, which are subsequently supplied to vehicles may be investigated
further. Issues to be addressed are whether they can be stabilized at close to ambi-
ent temperatures and safe pressures and whether they can be reprocessed relatively
easily after the hydrogen is extracted.

High absorption enthalpy systems such as magnesium do not reach the minimum
storage efficiency that is needed for practical storage systems because they need high
temperatures for practical desorption pressures and for sufficient sorption kinetics.
However, when these materials can be combined with an intermediate temperature
fuel cell, several advantages exist: 1) a cheap and light storage material is available,
2) the storage efficiency is no issue as the waste heat from the fuel cell can be used
to desorb hydrogen from the system and 3) at high temperatures the catalysts in
the fuel cell and the storage system are less sensitive to poisoning, so that less pure
feed gases can be used.
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Summary

Towards a hydrogen-driven society?

Calculations and neutron scattering on potential hydrogen
storage materials

by H. G. Schimmel

Introduction

Sustainable development means that alternatives have to be found for the use of fossil
fuels to cover our energy needs without disturbance of the balance in the environ-
ment. As carbon dioxide is thought to cause major climate changes in the future, the
sustainable production of energy nowadays concentrates on carbon dioxide-neutral
processes. A sustainable means of transport in particular, implicates that another
choice than fossil fuels for the transport of energy is necessary. Hydrogen is a perfect
energy carrier in this context as it emits only water vapor when used in a fuel cell
and a limited amount of undesirable by-products when used in traditional internal
combustion engines. The transportation of hydrogen, however, is a major challenge.
Our comparison between internal combustion engines and electric engines with a
battery pack shows that the storage of energy onboard vehicles is a long standing
problem.

Hydrogen storage

Hydrogen is a very light and volatile gas, which makes that high pressures, low tem-
peratures or a sorption material are needed. From the targets for future hydrogen
storage systems of the department of energy of the USA, especially the minimum
efficiency figures, limiting conditions for the sorption enthalpy as a function of op-
eration temperature are derived. The storage efficiency of high absorption enthalpy
materials that operate at high temperatures, such as Mg, is shown to be lower than
90% for stand-alone applications. However, these restrictions do not apply when
intermediate temperature fuel cells (operation temperatures above 200 degrees Cel-
sius) can be used since they provide waste heat for hydrogen desorption from the
high-enthalpy materials.
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This thesis is about the characterization of two classes of hydrogen storage ma-
terials: high-surface area materials and nanostructured metal hydrides. For the first
subject we concentrate on carbon nanotubes and activated charcoal and we regard
magnesium as a model system for hydrogen storage in metal hydrides in the second
part.

High surface area materials

High surface area materials store hydrogen due to an attractive interaction between
the surface and hydrogen molecules. Carbon nanotubes combine a high surface
area (about 550 m?/g) with an uncommon, tubular structure, which attracted much
interest for hydrogen storage applications worldwide. The reported hydrogen storage
figures for single walled carbon nanotubes and nanofibers vary enormously. We
point out some possible sources of the discrepancies. The high capacities cannot
be understood using classical grand canonical Monte Carlo calculations or ab initio
calculations.

We compare the adsorption capacity of activated charcoals, single walled carbon
nanotubes and multi walled carbon nanotubes. The hydrogen capacities scale basi-
cally with the surface area that is accessible for hydrogen molecules. The adsorption
enthalpy is obtained from measurements of the hydrogen pressure as a function of
the temperature of the high-surface area sample. The results show that the inter-
action potential (5 kJ/mole) and adsorption environment are basically equal for all
investigated materials. Apparently the curvature of the graphite of which the carbon
nanotubes are constituted, does not influence storage properties of these materials
under our experimental conditions. Inelastic neutron scattering experiments show
that hydrogen on carbon materials is present in the form of molecules, since the
rotational scattering peak is present. No atomic hydrogen is observable.

For in-detail studies we use high resolution inelastic neutron scattering to mea-
sure the rotational spectrum of hydrogen molecules adsorbed on single walled carbon
nanotubes at low temperatures. Apart from that a full isotherm is also measured.
We are able to interpret the isotherm and the rotational spectra as follows. The
grooves between the single walled carbon nanotubes become occupied first, after
which the curved surface becomes covered with hydrogen. The latter process is dif-
ferent from hydrogen adsorption on planar graphite, most likely due to the curved
nature of the surface. Finally the surface is completely occupied, after which a sec-
ond monolayer starts to form. This second layer shows a much lower interaction
potential and less hindering of the rotations of the hydrogen molecules.

Materials that contain ionic centers such as zeolites and metal organic frame-
works exhibit a higher adsorption enthalpy than carbon surfaces. The limited num-
ber of ionic centers per gram of material limits the adsorption capacity. Hydrogen
clathrates may be promising new candidates for hydrogen storage, although they
operate under relatively high pressure.
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Kinetic factors for hydriding of magnesium

Magnesium metal is important for hydrogen storage applications as it is one of the
few compounds that is known to absorb hydrogen in an amount (about 7 wt%)
that meets the demands of the department of energy of the USA. Due to the high
absorption enthalpy, however, the equilibrium pressures under ambient conditions
are extremely low. During hydriding a hydride layer can form on the surface of
large particles, which makes the hydriding process very slow for such particles and
therefore high operation temperatures are needed. The sorption speed and operation
temperature can be brought down by ball milling magnesium hydride in order to
break the particles up and by adding catalysts such as Nb and V.

By a comparison of vibrational spectra of both bulk and ball milled magnesium
hydride with density functional theory (DFT) calculations, we are able to show that
the defects and deformations of the magnesium hydride structure inside the particles
that are caused by the ball milling treatment are not important for the increase in
hydriding kinetics, since these defects are annealed out when the hydrogen content
of the ball milled particles is cycled. Still, the decrease in the particle size influences
the surface area through which the hydrogen atoms enter the material and decreases
the diffusion path lengths. The kinetics of the latter have been studied by means
of molecular dynamical DFT calculations. We show that the diffusion coefficient of
hydrogen in magnesium metal is large enough for fast kinetics.

We investigate the heat effects that play a role in the hydriding process of mag-
nesium. Due to the relatively large absorption enthalpy, the heat that is generated
when only 1.2% of a magnesium particle transforms to magnesium hydride is enough
to neutralize the driving force completely under typical hydriding conditions. This
effect is also present -although to a lesser extent- in other metal hydrides.

Apart from ball milling, the use of a finely dispersed catalyst like Nb or V
increases the sorption speed while it lowers the sorption temperature by about
50 K. Overall, this brings forward applications with total sorption speeds of min-
utes and in a more accessible temperature range (i.e. between room temperature
and 300 degrees Celsius). In situ neutron diffraction experiments reveal some key
elements: during hydrogen sorption a magnesium hydride phase is present with
a hydrogen concentration much below the equilibrium content which likely speeds
up the process. The finding of a perovskite phase with an estimated composition
of Nb(Mgg 333Nbges7)O3, though in weak proportions, is likely to play a catalytic
role for the Mg particles, since it may provide diffusion channels through the oxide
barrier around the magnesium particles.

Conclusions

We conclude that high surface area materials are unlikely to become important in the
near future since the adsorption interaction on most of the possible adsorption sites
is too low to bind enough hydrogen under practical conditions. For high enthalpy
materials such as magnesium we conclude that they can be used efficiently for mobile
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hydrogen storage purposes when intermediate temperature (i.e. 200-300 degrees
Celsius) fuel cells are available that can provide the heat for desorption of hydrogen
from these materials.



Samenvatting

Naar het waterstof tijdperk?

Berekeningen en neutronen verstrooiing aan potentiele
materialen voor waterstofopslag

door H. G. Schimmel

Inleiding

Duurzame ontwikkeling betekent dat er alternatieven gevonden moeten worden voor
het gebruik van fossiele brandstoffen om in onze energiebehoefte te voorzien, zonder
daarbij de natuurlijke balans te verstoren. Omdat koolstofdioxide over het algemeen
wordt gezien als de veroorzaker van grote klimaatveranderingen in de toekomst,
concentreert de duurzame productie van energie zich voornamelijk op processen die
koolstofdioxide neutraal zijn. Met name een duurzame manier van transporteren
impliceert dat andere keuzes dan het gebruik van fossiele brandstoffen noodzakelijk
zijn. In deze context is waterstof is een goede energiedrager omdat er alleen water
vrijkomt bij gebruik in een brandstofcel en een beperkte hoeveelheid bijproducten
als het wordt gebruikt in traditionele verbrandingsmotoren. Het transport van wa-
terstof is echter een grote uitdaging. Onze vergelijking tussen verbrandingmotoren
en elektrische motoren met accu’s laat zien dat de opslag van energie in een voertuig
een oud probleem is.

Waterstofopslag

Waterstof is een erg licht en vluchtig gas waardoor hoge drukken, lage temperaturen
of een opslagmateriaal nodig zijn. Gebruikmakend van de minimale waarden voor
het rendement volgens de eisen van het ministerie van energie van de Verenigde
Staten, hebben we randvoorwaarden voor de opslagenthalpie als functie van de ge-
bruikstemperatuur afgeleid. We laten zien dat het rendement voor waterstofopslag
in materialen die bij hoge temperatuur werken, zoals Mg, lager is dan 90% voor
zelfstandige toepassingen. Deze restrictie geldt niet als er brandstofcellen worden
gebruik die werken bij middelhoge temperatuur (gebruikstemperaturen hoger dan
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200 graden Celsius) omdat deze cellen restwarmte produceren voor de desorptie van
waterstof uit materialen met een hoge opslagenthalpie.

Dit proefschrift karakteriseert twee soorten waterstofopslagmaterialen: materi-
alen met een hoog intern oppervlak en nanogestructureerde metaalhydriden. We
concentreren ons op koolstof nanotubes en actieve koolstof voor de eerste soort
materialen, terwijl we magnesium als een model systeem voor waterstofopslag in
metaalhydriden beschouwen.

Materialen met een hoog oppervlak

Waterstofopslagmaterialen met een hoog oppervlak slaan waterstof op door een
aantrekkende interactie tussen het oppervlak en waterstof molekulen. Koolstof
nanotubes combineren een hoog oppervlak (ongeveer 500 m?/g) met een onge-
wone, buisvormige structuur, hetgeen wereldwijd veel interesse voor waterstofopslag
toepassingen heeft gewekt. De gerapporteerde waarden voor de waterstofopslag-
capaciteit van enkelwandige koolstof nanotubes en nanofibers variéren enorm. We
laten enkele oorzaken van de verschillen zien. De hoge opslagcapaciteiten kun-
nen niet verklaard worden gebruik makend van Monte Carlo simulaties of ab initio
berekeningen.

We vergelijken de adsorptiecapaciteit van aktieve kool, enkelwandige en meer-
wandige koolstof nanotubes. The waterstofopslagcapaciteit schaalt in principe met
het oppervlak dat bereikbaar is voor waterstofmolekulen. De adsorptieenthalpie
is bepaald uit metingen van de waterstofdruk als functie van de temperatuur van
de hoogoppervlakmaterialen. De resultaten laten zien dat de interactiepotentiaal
(5 kJ/mol) en de adsorptieomgeving in feite gelijk zijn voor al de onderzochte ma-
terialen. Blijkbaar worden de opslageigenschappen onder de gekozen experimentele
omstandigheden niet beinvloed door het gekromde oppervlak van het grafiet waaruit
de nanotube is opgebouwd. Inelastische neutronenverstrooiingsexperimenten laten
een verstrooiingspiek zien die het gevolg is van moleculaire rotaties. Dit wijst erop
dat waterstof op koolstof materialen aanwezig is in de vorm van moleculen. We
vinden geen aanwijzingen voor atomair waterstof in deze materialen.

Om het spectrum van waterstof geabsorbeerd op enkelwandige koolstof nan-
otubes bij lage temperaturen meer gedetailleerd te bekijken, gebruiken we hoge-
resolutie inelastische neutronenverstrooiing. Daarnaast hebben we een volledige
isotherm gemeten. We kunnen de isotherm en de rotatie spectra als volgt inter-
preteren: de groeven tussen de nanotubes worden het eerst bezet door waterstof-
molekulen en daarna wordt ook het oppervlak van de nanotubes bedekt. Dit laatste
proces verschilt van het geval van waterstof op vlak grafiet, waarschijnlijk omdat
het oppervlak van de nanotubes gekromd is. Tenslotte wordt het oppervlak geheel
bedekt, waarna een tweede monolaag wordt gevormd. Deze tweede laag laat een
veel lagere interactie en minder hindering van de rotaties van de waterstofmolekulen
zien.

Materialen die ionische plaatsen bevatten zoals zeolieten en metaalorganische



45

netwerken hebben een hogere adsorptieenthalpie dan koolstof oppervlakken. Het
lage aantal ionische plaatsen per gram materiaal limiteert de opslagcapaciteit. Wa-
terstofclathraten zouden veelbelovende nieuwe kandidaten voor waterstofopslag kun-
nen zijn, hoewel ze onder relatief hoge druk werken.

Kinetische factoren voor het hydreren van magnesium

Magnesium metaal is belangrijk voor waterstofopslag toepassingen omdat het een
van de weinige materialen is die genoeg waterstof opneemt (ongeveer 7 gewicht-
sprocent) om aan de eisen van het ministerie van energie van de Verenigde Staten
te voldoen. Vanwege de hoge absorptieénthalpie, zijn de evenwichtsdrukken onder
omgevingsomstandigheden extreem laag. Doordat er zich gedurende hydrering een
hydride laag op het oppervlak van de deeltjes kan vormen, wordt het hydrerings
proces erg traag voor grote deeltjes. Hoge temperaturen zijn hierdoor noodzake-
lijk. De opname snelheid en de gebruikstemperatuur kunnen worden verbeterd door
het materiaal te vermalen in een kogelmolen zodat de deeltjes breken in kleinere
eenheden en door katalysatoren zoals Nb en V toe te passen.

Door middel van een vergelijking van de vibratiespectra van onbehandele en
vermalen magnesium hydride met density functional theory (DFT) berekeningen,
kunnen we laten zien dat de defecten en deformaties die veroorzaakt zijn door het
vermalen van de magnesiumhydride deeltjes, niet belangrijk zijn voor de verbeter-
ing van de waterstofopslag snelheid omdat deze defecten en deformaties verdwijnen
tijdens laad-ontlaad cycli. De kleinere deeltjesgrootte zal vanzelf het beschikbare
oppervlak waardoor waterstof de magnesiumdeeltjes binnengaat vergroten en zal
de diffusiepadlengten door het magnesium verminderen. We laten zien dat de dif-
fusiecoéfficient van waterstof in magnesium hoog genoeg is voor snelle kinetiek.

We onderzoeken de warmteéffecten die een rol spelen bij het hydreren van magne-
sium. Dankzij de grote absorptieénthalpie wordt de drijvende kracht voor hydrering
volledig geneutraliseerd door de warmte die vrijkomt als slechts 1,2% van een magne-
siumdeeltje in magnesiumhydride transformeert. Dit effect is ook aanwezig, hoewel
minder uitgesproken, in andere metaalhydriden.

Naast het vermalen van de deeltjes, verhoogt ook de toevoeging van katalysator
zoals Nb of V de sorptiesnelheid terwijl de temperatuur verlaagd wordt met ongeveer
50 K. Tesamen levert dit een materiaal op dat kan worden gehydreerd in enkele
minuten in een beter bereikbaar temperatuurbereik (dat wil zeggen tussen kamertem-
peratuur en 300 graden Celsius). In situ neutronendiffractie experimenten onthullen
enkele belangrijke elementen van dit gekatalyseerde systeem: tijdens waterstofad-
sorptie is er een magnesiumhydride fase met lagere bezettingen van waterstofposities
aanwezig, die de diffusiesnelheid kan verhogen. De vondst van een perovskietfase
met een geschatte samenstelling Nb(Mgg 333Nbg g67) O3, alhoewel in kleine hoeveel-
heden, is interessant omdat deze fase waarschijnlijk een katalytische rol speelt in het
hydreren van Mg deeltjes. Deze fase zou ook diffusie kanalen door de MgO barriere
rond de Mg deeltjes kunnen vormen.
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We concluderen dat het onwaarschijnlijk is dat materialen met een hoog opper-
vlak belangrijk worden in de nabije toekomst omdat de adsorptie interactie van de
meerderheid van de plaatsen in het materiaal te laag is om genoeg waterstof te binden
onder praktische condities. Voor de materialen met een hoge bindingsenthalpie zoals
magnesium, concluderen we dat ze kunnen worden gebruikt met een hoge efficien-
tie voor mobiele toepassingen als middelhoge temperatuur brandstofcellen (dat wil
zeggen 200-300 graden Celsius) beschikbaar zijn die de warmte kunnen leveren die
nodig is voor waterstof desorptie uit deze materialen.
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Appendix A

Theory and methods

In this appendix we will describe the theory and methods that were used for the
experiments and calculations described in this thesis. We start with a description
of the theory of neutron and X-ray diffraction experiments and of inelastic neutron
scattering, which we illustrate with an example of a neutron scattering instrument.
The scattering of neutron by hydrogen molecules show some special features, which
we work out. After that we introduce various computational methods that are
nowadays available to simulate physical systems.

A.1 Scattering techniques

Neutron and X-ray scattering are frequently used in condensed matter studies as
they reveal detailed information on the structure and dynamics of a sample at length
scales of roughly 1 A to 1 pm and timescales between picoseconds and nanoseconds.
The fact that the signal represents an average over the whole sample, contrary to
microscopy methods, is in many cases an advantage. The influence of the radiation
on the sample is normally very low and the sample may be kept in all sorts of
special environments (high or low temperature, pressure, magnetic or electric field),
provided that the probe radiation can still enter the sample area.

X-rays versus neutrons as probe radiation

Basically the theory of neutron and X-ray scattering are very similar, albeit that
neutrons scatter from the nuclei, whereas X-rays scatter from the electrons in the
sample. For practical use, however, there are more differences. The low flux from
present-day neutron sources makes that large samples are used —typically a gram—
and that therefore the whole instrument becomes larger. Conversely, X-rays are easy
to produce and can be used in desktop-size diffractometers for structural investiga-
tions of most materials, especially when one wants to perform room temperature
experiments. As neutrons have a large penetrating power in most materials, the
need for shielding makes that the instruments not only large, but also quite heavy.
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Figure A.1: Incident and scattered neutron path with their momenta kg and k; and the
construction of the momentum transfer vector. Collimation, sample and a detector are
schematically drawn.

Another drawback is that a moderate source is already very expensive, even when
these costs are spread over a number of instruments around a single neutron source.
The penetrating power of neutrons also enables one to use special equipment such as
high-pressure, low- and high-temperature sample cells. Furthermore the scattering
power varies irregularly with the composition of the nucleus of an atom itself, in
contrast with X-rays where the scattering only scales with the number of electrons
in an atom. Isotope substitution studies use this effect to isolate the investigated
phenomenon from the background. For inelastic scattering, neutrons are especially
suited as their energies and wavelengths match with those of the sample atoms. The
fact mentioned above that neutrons interact with the nuclei instead of the electrons
makes that calculation methods such as presented later in section A.2 are more
easily used to simulate neutron than X-ray scattering patterns.

The observables of scattered radiation are changes in direction e and energy
E. Both observables can be presented by the momentum of the radiation before,
Po = hky = vV2mEyey and after p; = hk; = 2mFE; e; the sample, using the
wavevector k, the mass m of the radiation quanta and Dirac’s constant h. For
photons these relationships are slightly different as their momenta are related to
the photon energy via the speed of light ¢, p = hk = %e. Figure A.1 shows
an incident and scattered neutron path, their wavevectors and the construction of
the momentum transfer vector hQ. First we will present the theory of neutron
diffraction, where we are only interested in scattered neutrons that have no energy
change in the sample, after which we introduce the what is known as inelastic
scattering, where we measure also energy exchange with the sample.

A.1.1 Neutron diffraction

In a diffraction experiment only momentum is transferred to the lattice and the
long range structure of a material is probed. We consider a neutron emitted from
a neutron source, which is characterized by its wave-vector ky or, equivalently, its
momentum vector hkg. After the scattering event it is described by the vector k.
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The momentum transferred to the neutron is
hQ = h(k; — ko), (A.1)
and the energy which is transferred to the neutron is

1* (Jka|? — [kol*)

2m,,

E=F —FEy= , (A.2)
with m,, the mass of a neutron.

In a diffraction experiment we send a beam with an intensity ®(kg) through a
sample and measure the intensity / in the detector with a solid angle d©2 around
the direction of the scattered wavevector k;. The experiment is arranged in such
a way that only elastically scattered neutrons (i.e. no energy transfer occurred in
the scattering event) are counted or that the inelastically scattered neutron give a
negligible contribution. We measure the differential cross section, given by:

do I

dQ ~ D(ko)dQ (A.3)

When the scattering probability is small, do/d2 is independent of the incident
flux ® (ko) and depends solely on the structure and size of the sample. If we take
the sample size much smaller than the distance between sample and detector, the
sample may be regarded as a perfect point-like scatterer, in which case do/dS2 is
fully determined by the internal structure of the sample.

A neutron scattering instrument

A neutron scattering instrument will not fit on a desktop, a few exceptions excluded,
but is rather of the size of a large room. We take the neutron diffractometer GEM
as an example. This spectrometer is in commission at the spallation source ISIS
in Oxfordshire, United Kingdom. The spallation source of ISIS consists of a water-
cooled tantalum target that is bombarded with a intense, 50 Hz—pulsed proton beam.
As a result of the high-energy collisions that take place in the target, neutrons with
varying energies are produced, which are moderated to a certain temperature and
guided to the instruments that are grouped around the target. After a certain
amount of time determined by the length of the flight path between target and
sample and the velocity (energy) of the neutron, the neutrons arrive at the sample.
Here they may be scattered in different directions according to the cross-section of
the sample.

In a diffractometer like GEM the inelastic scattering is assumed to be negligible
small and of no influence on the data analysis. A certain fraction of the scattered
neutrons that is determined by the solid angle of the detectors, is counted in detector
tubes which are placed in banks at known distances around the sample. From the
time-of-flight from target to detector, the velocity and thus the energy and initial
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Figure A.2: The neutron scattering spectrometer GEM, ISIS, UK. Picture taken from
the ISIS website.

and final momentum can be calculated, which means that the momentum transfer is
easily evaluated when the angle of the detector tube is known. Since a whole range
of incident neutron energies are produced by the target, the momentum transfer
changes as a function of the time-of-flight and each detector tube takes a diffraction
pattern. The patterns from all diffraction detectors are grouped into banks after the
experiment has been stopped. Figure A.2 shows a scheme of the instrument with
some the detector banks indicated. Diffraction patterns from neutron diffractome-
ters at spallation sources are normally given as a function of the time-of-flight or,
more general, of d-spacing, which is defined as d = 27/|Q)|.

Using an energy selector, one can also measure the energy transfer between neu-
tron and sample, which is used for inelastic scattering spectrometers. In the case of
continuous sources such as a reactor, the neutrons are normally monochromized for
diffraction experiments and monochromized and pulsed for inelastic experiments.
The websites of the European neutron sources ILL and ISIS provide more infor-
mation on the neutron scattering technique and the different types of instruments
[112].

The scattering event

The neutron experiences a potential V(r) at a point r in the sample due to the
presence of nuclei in the sample. This potential may induce a transition of the
initial state ¥, of the neutron to a scattered state ¥; and of the sample from state
ng to ni. In the language of quantum mechanics, Fermi’s Golden Rule gives the
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transition probability as:
2T 9
Wor = — (T |V (r)[Lono)["p(ky), (A.4)

where p(k;) is the density of scattered states. We can now relate the potential V(r)
of the sample to the differential cross section as follows:

d Wo_
(_0) _ W (A.5)
dQ/, .,  P(ky)d
We see that the scattering pattern of a sample is directly related to the potential field
of the neutrons in the sample. We assume that the form of this potential landscape is

congruent with the atomistic picture we have of matter. The Fermi pseudo potential
relates these two using the set of positions, R; and the proportionality factor b;:

V(r) = 2;3 > bidlr —Ry). (A.6)

Here we introduced the constant b;, which is called the scattering length. It expresses
the strength of the interactions between neutron and nucleus. The scattering length
is a complex quantity which depends on both the number of protons and neutron
in a nucleus and on the spin state of the neutron and nucleus. We will discuss the
scattering event in more detail section A.1.2

Spin incoherence

The dependence of the scattering length on the spin of the neutron gives spin in-
coherence effects which are not present in X-ray scattering experiments. Given the
spins of the neutron and the nucleus, og and Iy, quantum mechanics predicts that
the two spins can be combined in two different ways [113]. As the neutron has spin
%, the number of possibilities depend on the spin of the nucleus: 2(I + 1) possibil-
ities with a scattering length b™ and 21 with a scattering length b~. The weighted
average of these two gives the coherent scattering length:
beoh, = ﬁ [(I+1)b" +1b7]. (A7)
This scattering length is called coherent because it is the part of the scattering that
is the same for all nuclei, irrespective of the initial spin states of the neutron and
the nuclei. The coherent scattering length is the scattering power of the sample as
a whole, which enables the observation of coherence effects between different atoms,
i.e. long range ordering may be observed. Diffraction experiments can be used to
determine the structure of a material from the coherent scattering, which shows
peaks when the structure of the sample is periodic.
The deviations from this coherent scattering length are called the incoherent
scattering. Incoherent scattering is determined by a single atom and is therefore
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isotropic [114]. We note 1) that incoherence results from the difference between the
two scattering lengths b™ and b~, 2) that X-ray scattering shows no dependence
on nuclear spin and has therefore no spin incoherence 3) that different isotopes
have different scattering lengths, which gives also an incoherent contribution to the
scattering and finally 4) that isotopes with zero nuclear spin (**O, 2C) have only
one scattering length and scatter only coherently.

Coherent scattering by crystals

When the sample size is small compared to the distances source-sample and sample-
detector, the spatial part of the incident and scattered state of the neutron can be
approximated by plane waves. Using the plane-wave approximation we can work
out equation A.5 and find the coherent differential cross section as a function of the
set of atom positions, R;, and the wave vector transfer Q (equation A.1):

(j_?l)coh - Z(b» SIQR;

Crystals possess a regular arrangement of the atoms and are characterized by the
unit cell, the building block of the crystal. Consider a unit cell defined by the set
of vectors a;,as and az. The position of a certain unit cell can be defined by three
integers:

2

(A.8)

L= l1a1 + l2a2 + l3a3. (Ag)

The position of the ™" atom of the lattice can then be expressed in terms of the
vector pointing to the the unit cell L and the vector from the unit cell origin to the

the atom r;:

We define the reciprocal lattice vectors by o3 by:
a, b, =276, (v,un=1273). (A.11)
A reciprocal lattice vector can be written as
Gr = hby + kbg + [bs, (h, k,[ are integers). (A.12)

Using the definition of the nuclear structure factor,

F(Q) =) (b;)e'?, (A.13)

J

we can rewrite equation A.8 as:

<<Cil_g>h SR UG SRCE ! (A.14)

v,
“ Ghit
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where NV denotes the number of unit cells and v, is the unit cell volume. The possible
reflection directions of the neutrons are determined by the reciprocal lattice vectors.
Neutrons are only diffracted into the directions given by the condition Q = Gyyy.
The intensity of these reflections are determined by the structure factor, which is in
turn completely determined by the contents of the unit cell. The derivation we give
here is valid for a perfect single crystal, whereas in the case of powders we find that
the reciprocal space of the powder sample consists of spheres with radius |Gyl
A ring Q-vectors now fulfill the reflection condition Q = Gy and Debye-Scherrer
cones are observed.

What happens to the reflection intensities when thermal motions smear the
atoms out? We assume that now the position of an atom is given by:

Ri :rj—l—L—i—ui, <A15)

th

where u is the (isotropic) displacement of the "' atom. This gives an extra term

T5(Q) = (%) = e 5, (A.16)
the Debye-Waller factor, which we put into the structure factor as well:

F(Q) =) (bj)e s @ i@y, (A.17)

The thermal displacements of the atoms in the crystal multiply the structure fac-
tor with a decaying exponential factor, especially at higher temperatures when the
displacements are larger. Here we disregarded the fact that the atom actually move
due to the thermal activation. This time-dependence of the atomic positions in the
sample results in inelastic scattering, which we deal with in the next section.

A.1.2 Inelastic neutron scattering

In an inelastic scattering experiment not only momentum, but also energy transfer
is analyzed, meaning that the structure and the dynamics of a sample material is
measured. Stated differently, when the potential V' the neutron experiences in a sam-
ple is not only position-, but also time-dependent, V' = V(r,t), inelastic scattering
events occur. Instruments which determine the energy differences between incident
and scattered neutrons effectively measure the double differential cross section:

do 1
dQdE,  ®(ko)dQdE;’

(A.18)

which includes the energy window dF; around the final energy F; of the scattered
neutron. The Golden Rule can again be applied inserting V' (r,¢) instead of V(r) in
equation A.5. We then have to average equation A.5 with the possibility p(ng)p(oo)
of finding the initial state ng of the sample and the initial spin state oy of the
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neutron. By summing over all final states, using the plane wave approximation as
in the diffraction case and writing the conservation of energy as a J-function, one
gets:

) (A.19)

d20' ‘kl‘
AQdE, |k ano plon) )

nooo nioi

<01’fl1| Z bl ei
5(hw — Eo —I— El)

The J-function can be written as a Fourier-integral from time ¢ to the radial fre-
quency w, the latter being proportional to the energy. The expression can now be
worked out using Heisenberg operators and one finds:

“+o00

d20 |k1| 1 / ; _lwtii<b'b'> <eiQ.Ri(0)e—ik.Rj(t)> (A.20)
AQdo k|27 i '

oo i=1 j=1

The distinction between coherent and incoherent scattering also applies to inelastic
scattering: the expansion of the term (b;b;) gives

(bibj) = (bi)(bs) + 6i; ({|bs]*) — (bi) (b)) = b2y, + 6502, (A.21)

Using o.n = 4nb?%, and 0, = 47bZ,., equation (A.20) can be split into two parts,

a coherent part

d?c Oeon k1| 1 QR
— Jeo dt e it IQR;(0)—1QR; () A.22
(dew)coh 4T |k0|27T/ ZZ<€ ) | )

=1 j5=1

inc’

and an incoherent part

d? |ki| 1 y al
o Oinc | K1 —iwt iQR;(0) ,—iQ-R,;(1)

= dt E J J A2
(dew)mc 4 |k0| o / ¢ =t <e ¢ > (A.23)

The coherent part contains a sum of the terms e @Ri0e=1QR;(®) for all com-
binations of particles. This term takes into account the correlations between the
position of a particle and the position of every other particle, included itself, at dif-
ferent times. It gives therefore interference effects: the sample scatters as a whole.
Only repeated distances (periodic structure) and joint motions (phonons) are seen.
This explains the name coherent.

The incoherent part is a sum of the terms e QRi(De=1QR; (1) for every particle.
This term expresses the correlation between the positions of a particle j itself at
different times. Thus the incoherent part represents the sum of motions of individual
particles.
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Definitions

The intermediate function I(Q,t) is defined as

IQ R;( iQ-Rj(t)> <A24)

||Mz
an

The scattering function S(Q,w) is defined by

+oo

S(Q,w) = % / dt et [(Q, 1) (A.25)

—0o0

So that the coherent double differential cross section is

d20' Nacoh |k1‘
- Eal A2
(dew)wh At kol 5(Qw) (A.26)

Similarly the self intermediate function and the incoherent scattering function can

be defined as

N
_ %Z <eiQ.Rj(0)e—iQ-Rj(t)> (A27)
j=1
1T
Si(Quw) = 5= / dte™' 1,(Q,1) (A.28)

Then the incoherent double differential cross section is

d20' N(Tmc\kﬂ
- Mg, A2
(d0i),, = "1 ey 5@ (5.29)

A.1.3 Neutron scattering by hydrogen molecules

The scattering of a neutron by a hydrogen molecules shows some remarkable effects.
The two protons in the molecule may have correlated spins, which makes that the
scattering length of the molecule as a whole differs drastically from the sum of the
scattering contribution of the two protons apart. Furthermore, the scattering length
is very dependent on the initial energy of the neutron when this energy is comparable
to the excitation energies of the rotations of the molecule. First we will describe the
scattering of a neutron by a single proton in more detail. After handling about ortho
and para forms of the hydrogen molecule, we present the scattering of neutrons by
hydrogen molecules.
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Scattering by a single atom

Imagine a single free hydrogen atom. Its nucleus with spin [ is described by i,.
A neutron (spin 3) with a wave-vector ko and spin state o interacts with this
nucleus, which may lead to scattering. We describe the neutron and the proton as
one quantum system. The spins of the two particles can combine forming the state
|+) with total spin ¢t = I + % or state |—) with total spin ¢t = I — % These two
situations have different scattering lengths bt and b, respectively. Now we define

the scattering length operator b:

bl+) = b |+), bl=) =b7]-), (A.30)
which can be written in the form
b= A+ Bo i (A.31)
with
A = ﬁ[(z OB+ I, (A.32)
B - ﬁ[zﬁ —b. (A.33)

The double differential cross section for the transition 0 — 1, in analogy to equation

A.20, is:
( d*o ) _ kil
dQdE /. kol

As the scattering length density operator works on the spin state of the neutron
before and after the scattering process, we need to evaluate the term (oyiy|b|ooio)
to find the effective scattering length of the process 0 — 1. Using the expressions
for the Pauli spin operators or matrices, we find that

~ . 2
<0’1i1‘b elQ‘Ri 0'0i0> (A34)

A+ BI, for o up, o up,
A— BI, for oy down, o down,
B(I, +1il,) for o up, o1 down,
B(I, —1il,) for oy down, o up.

(A.35)

<0’1i1|?)|0'0i0> =

We used I, 1, and I, to denote the cartesian spin components of the nucleus. When
a scattering experiment is repeated, each of these components average to zero as the
spin of the nucleus is initially independent from the neutron spin. Thus we find that
the coherent scattering cross section (which is equal to the square of the average
scattering length) is for non spin-flip transitions

Ucoh, nsf — 47TA2 = Ocoh <A36)
and in the case that the spin of the neutron is flipped
Ocoh, sf — 0. (A37)
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The incoherent cross section, 47[(b?) — (b)?], can be found in the same way and reads
when the spin is not flipped

Oine, nsf — 477—%-82](] + 1) = %O-inc (A38)

and
Uinc, sf = 47-(%32](] + 1) = %Uinc (A39)

for spin-flip transitions.

Rotational states of a hydrogen molecule

Due to its diatomic nature, hydrogen can rotate around two axes. The possible
energies F; of the rotation of the hydrogen molecule are quantized by integer values
of the angular momentum J. Each value of J has 2J 4 1 levels with the quantum
number m;. For a hydrogen molecule that is free to rotate, the energies of the
rotational levels are given by E; = J(J + 1)B. From the experimental value of B,
(7.35 meV) [47], we can evaluate the difference between the two lowest rotational
states (J = 0 and J = 1): 14.7 meV (or, equivalently, ~170 K). We note that
the 2J 4+ 1-fold degeneracy is lifted when the molecule is in an environment that
is not centro-symmetric, a fact that is used in this thesis to characterize hydrogen
molecules that are adsorbed on carbon surfaces.

Because the two protons in a Hy-molecule are fermions, their overall wavefunction
should be anti-symmetric under exchange of the two nuclei. Rotational states with
even values of J, have a symmetric spatial eigenfunction and the spin eigenfunction
needs to be antisymmetric to achieve an overall antisymmetric wavefunction. This
antisymmetric spin eigenfunction is a singlet spin state with nuclear spin 0. Odd
values of J have an antisymmetric spatial eigenfunction, and conversely a symmet-
ric spin part of the wavefunction (a triplet state with nuclear spin 1). Hydrogen in
rotational states with odd values of J is called ortho-hydrogen, whereas hydrogen
in rotational states with even values of J is denoted para-hydrogen. At high tem-
peratures (e.g. room temperature) the ratio of ortho- to para-hydrogen molecules is
3 to 1.

The hydrogen molecule as a scatterer

We denote the positions of the protons indexed p = 1,2 in a hydrogen molecule by:
R, =(-1)" %d, (A.40)

where the origin is chosen in the center of the molecule and d points from proton
1 to 2. We assume for the moment that the center of mass of hydrogen molecule is
fixed in space. The total spin K of the two protons in state K can again be formed
by a singlet and by a triplet state of the protons. When the neutron interacts with
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the hydrogen molecule, i.e. with both protons,! the differential cross section for the
process 0 — 1 reads:

( d20' ) |k1‘
dQdE, J,_, |k0|
where we have included the initial and final rotational states Jy, and J;. If the

initial and final states are both symmetric or both antisymmetric with respect to a
exchange of the labels of two protons,

S by 100 Y i A

p=1,2 p=1,2

2

<0’1K1J1| Z b e l)pQQd|0'0K0J0> s (A41)

p=1,2

which means that we can write equation A.41 as:
dQO' |k1|
dQdE /4 |k0\

Using the definition of the scattering length operator in equation A.31 we find:

2
<0'1K1|b1 +b2’0’0K0><J1|COS( . d)‘J0> . <A43)

(K1 |by + bs|Ko) = (K1|2A + Bo - K|K,). (A.44)

Since A is zero when the initial and final states of the nuclear spin are different
and because we assumed equal nuclear symmetry before and after the event, this
expression is applicable when

AK =0, |[AJ]=0,2,... (A.45)

and by a summation over the levels with nuclear spin K, we find

d*o |k1| 2 2 1 2
(deEl)O = i | (A7 + B (Ko + 1] [(M] cos(;Q - d)lTo) [ (A46)

We can interpret this as a effective scattering cross section for such a process, 442 +
B?Ky(Ky+1), multiplied by a factor that is determined by the shape of the diatomic
hydrogen molecule (similar to the Debye-Waller factor). We can write this scattering
cross section as a sum of coherent and incoherent parts: ., = 47A% and 0y, =
4t B*Ko(Ko + 1).

In the situation that the nuclear wave-function changes from symmetric to anti-
symmetric or vice versa, i.e.

AK|=1, |[AJ]=1,3,..., (A.47)

'For deep inelastic scattering (very large energy transfers), the neutron again probes the two
proton apart. The energy transfer where this happens depends on the binding of the two protons
in the hydrogen molecule [115].
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we get the following expression:

d20_ k Oinc . 2
(dQ dE1> Oﬁzl Ik;: - [1—%[(0([(0 + 1)] |<0'1K1J1| SlH(%Q . d)|0’0K0J0>| s <A48)
where again 0, = 4rB*Ky(Ky + 1).

A full derivation of these expressions can be found in the articles of Young and
Koppel [116] and Sears [117] and in Lovesey’s theory of neutron scattering from
condensed matter [114]. In the case of the process Jy = 0 — J; = 0 the scattering
is only coherent as Ky = 0. If we now take the scattering function of the hydrogen
molecule S(Q,w) into account, the double differential cross section reads [118]:

d?*c k| R
= Ni——0con jo(31Q[d]) S A.49
(300 ) = N 2o 101D S(Q.). (A.49)
where 0., = 1.77 barn, N is the number of hydrogen molecules, j3(3]Q]|d]) is
the zeroth spherical Bessel function and S(Q,w) is the scattering function of the
hydrogen molecules. In the case of the transition from para to ortho hydrogen,
Jo=0—J; =1 (and from Ky =0 to K; = 1), the incoherent scattering is:

o N _ykallg et s, AE/h A.50
deEl = m; Oinc ]1(§|Q|| |) Z(Q>w_ / )7 ( . )
where we use 0y, = 78.8 barn, the first order spherical Bessel function j7((Q]|d|)
and the incoherent scattering function S;(Q,w) with a correction to the energy w
due to the excitation of the first rotational level at AE = 14.7 meV. The factor 30,
arises from the fact that we scatter to the triple degenerated state J =1, K; = 1.
We see that a sample containing para hydrogen molecules (i.e. at low temperature)
scatters only coherently with a very small cross section for neutron energies below the
excitation energy of 14.7 meV. When the neutron energy comes above this excitation
energy, the cross section becomes very large and almost completely incoherent.

A.2 Calculation methods

To calculate microscopic properties of matter, such as stability of compounds, bond
lengths and strengths, diffusion coefficients and reaction paths, several methods have
been developed, some of which we describe briefly below. We pay short notice to
empirical (or force-field) methods, describe the Hartree-Fock method briefly as this
has much in common with Density Functional Theory, that we introduce afterwards.
A more elaborate discussion of these methods can be found elsewhere [119, 120, 121].

A.2.1 Empirical methods

Using simple models of harmonic potentials, electrostatic interactions, and disper-
sion forces, empirical methods allow for basic comparisons of energies and for geom-
etry optimizations. Empirical methods are usually very useful and fast, compared
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to rigorous quantum calculations. In principle, these approaches are not able to
model chemical reactions and bond forming or breaking since the electronic struc-
ture of the system does not enter these models. For distorted, uncommon bonding
situations these empirical methods produce unreliable results. We have tried this
empirical method for hydrogen in magnesium metal. The results, however were un-
physical as the hydrogen atom in the metal showed very little interaction with the
magnesium atoms in the sample. We therefore used the ab initio density functional
theory method to calculate properties of the metal-hydrogen system.

A.2.2 Ab initio methods

Ab initio methods predict properties of physical systems starting from the positions
and types of the atoms. In principle no adjustable parameters are used in the
calculation method, although in practice still a considerable number of choices has
to be made. The desired properties are then found by evaluating the laws of nature
as far as they are known and are implemented in the method. Ab initio methods
are regarded to be especially suited for the simulation of uncommon systems or
properties. In these methods, it is generally assumed that the electrons adjust
their positions (i.e. wavefunctions or density distribution) instantaneously (known
as the Born-Oppenheimer approximation [122]) to the motion of the nuclei. The
atoms are regarded to be static (the nuclei provide the potential landscape for the
electrons) during a calculation step and the state of the system is described by the
time independent Schrodinger equation in eigenvalue formulation:

HU = EV, (A.51)

where H is the hamiltonian of the system expressed as a quantum mechanical oper-
ator, F is the energy of the wavefunction W that describes the system. As an exact
solution is only available for very small systems such as the hydrogen nucleus with
one electron, we need approximations to solve Schrodingers equation for basically
every other system that is larger than this.

A.2.3 Hartree-Fock method

In the Hartree-Fock method, the wavefunction of the total system is assumed to
consist of a product of N one-electron wavefunctions ¢ (r):

U = i (r)a(r) - - o (rn). (A.52)

This means effectively that all electrons are treated as being independent from each
other. In reality the electrons do not only feel the potential due to the nuclei, but
also have mutual Coulomb and exchange interactions, the latter being imposed by
the Pauli exclusion principle. Since this implies that N! interactions have to be eval-
uated, in Hartree-Fock theory these interactions are described by the interaction of
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every electron with the averaged electron density p(r). Since electrons are fermions,
the total wavefunction should be antisymmetric on exchange of two electrons. This
is achieved by the construction of the Slater determinant where the matrix element
on row ¢ and column j is given by ¢;(r;). The inclusion of the exchange by means
of the Slater determinant also introduces exchange integrals which are a function of
two one-electron wavefunctions and the distance between the electrons. The varia-
tional principle stating that the wavefunction with the lowest energy is also the exact
ground state wavefunction, is applied to find the lowest energy state of the system.
The Schrodinger equation has now been reduced to a set of one-electron equations
which can be solved numerically for a discrete set of positions or continuously using
a finite set of basis functions, such as molecular orbitals or gaussians.

A.2.4 Density Functional Theory

Density Functional Theory (DFT) uses a functional that acts on the electronic
density of a atomic system to evaluate the energy. Hohenberg and Kohn [123]
proved that for a non-degenerate quantum system there exists a functional that
gives the energy of a given configuration and takes the electron density p(r) as its
input. They also showed that the energy functional E[p| of the electron density p(r)
is minimal for the ground state density. When one knows this functional, the ground
state energies can be calculated using an iterative approach. The advantage of the
density functional theory lies in the fact that the wavefunction ¥ is a function of
the 3N positions of all electrons, whereas the electronic density is a function of the
three space-coordinates only and the evaluation can therefore be much quicker. The
theorem of Hohenberg and Kohn is an existence proof of the density functional, but
there is no prescription how to construct it. It is necessary to use approximations
regarding the parts of the functional that deal with kinetic energy, exchange and
correlation energies of the system of electrons.

The functional can be written as the sum of the kinetic energy part 7', a potential
energy part V' taking the Coulomb interactions between electrons and the nuclei and
between the electrons themselves into account and finally an exchange-correlation
energy part U that captures all many-body interactions:

Elp] = T[p] + Vp] + Ulp]. (A.53)

Unfortunately it is not known how the kinetic T" energy part can be evaluated from
the electron density p(r). Kohn and Sham [124] therefore proposed the following
form of the functional:

Elp] = Tyils] + Vo] + Ulp] + Exclpl, (A.54)

where T,,; is the kinetic energy of a set of one-electron wavefunctions ¢ (r), chosen
such that the resulting density pxgs(r) is equal to the density p(r) that has to be

calculated:
p(r) = prs(r) = Z ’wi(ri)‘z' (A.55)
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The terms V' and U can easily be expressed as a sum of Coulomb expressions by inte-
grating over the electron density. The electrostatic interactions between the nuclei,
which is constant given a certain conformation of the nuclei, may be accounted for
in the term V. The exchange-correlation functional part contains all contributions
to the energy that are not accounted for by the other terms.

Various approximations have been published to the exchange-correlation func-
tional, like the local density approximation (LDA) and the generalized gradient
approximation (GGA) [121]. The local density approximation assumes that the
exchange-correlation potential at point r is equal to the exchange-correlation po-
tential of an homogeneous electron gas with a constant density p(r). Generally, the
use of generalized gradient methods, which also take the gradient in the density into
account, does not improve the results significantly.

The problem is now reduced to a set of one-electron equations, similar to the
Hartree-Fock equations. Several methods exist to solve these equations using plane
waves, projector augmented waves, gaussian functions, molecular orbitals or other
functions as basis sets. Plane waves such as used by the VASP package [101] are
the natural choice for periodic boundary conditions that are found in most solid
state problems. However, the cusps in the electron density at the place of the nuclei
are difficult to describe by plane waves as many of them are needed, which can
be overcome by the use of adjusted nuclear pseudopotentials [121] or projector-
augmented wave (PAW) potentials [125, 126, 127].

Using Bloch’s theorem each electronic wavefunction can be written as the product
of a plane wave and a cell-periodic part [121]. Since the latter is a sum of plane

waves we get
_ ik iGr __ i(k+G)r
v, =e E Ggeo T = g Cik+G ol kt+G)r (A.56)
G G

where G denotes the set of reciprocal lattice vectors, ¢;x+q are the plane wave
coefficients and k is the wavevector of the Bloch plane wave. In a periodic calculation
the number and position in the reciprocal unit cell of the k-points is important for
the accuracy of the calculation. The number of k-points can be reduced when we
use a smearing method to take the partial occupancies of the states near the Fermi
surface into account. For metals the method of Methfessel and Paxton [128] is used.
The smearing parameter SIGMA that is used by VASP needs to be chosen carefully.
If SIGMA is taken to large, the smearing is unphysical and the energy turns out
wrong even for very dense k-point meshes. On the other hand, a small value for
SIGMA makes many k-points necessary. The program VASP that we used for the
calculations described in this thesis produces estimates for the entropy contribution
in the results, which is the difference between the energy and the free energy. This
entropy contribution should be minimal (i.e. smaller than 1 meV per atom) for
accurate results [108]. We found that in the case of the magnesium metal supercell
(36 magnesium atoms and 1 hydrogen), we had to chose 2 x 2 x 2 k-points and a
value for the smearing parameter SIGMA=0.2 eV to fulfill this criterion.

The advantage of DFT over the Hartree-Fock method is that all ‘difficult” terms
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are taken into an effective potential in DFT which is the same for every electron,
whereas in the case of the Hartree-Fock method the effective potential differs from
electron to electron. Thus one can imagine that the DFT calculations are much
faster. Despite the fact that the exact form of the density functional in unknown and
that no converging recipe is known to improve them, DFT calculations are widely
used as they predict physical quantities remarkably well using limited computing
resources. The energy of a conformation of the nuclei is calculated by performing
a self-consistent iteration procedure of finding a density and evaluating the energy.
The functional changes every step as it is dependent on the density itself. The new
density can be found by several minimization schemes such as the method of the
steepest descend or the conjugate-gradient method [121]. When the energy changes
are below a given limits, this procedure is considered to be finished.

A.2.5 Moving the ions: vibrational frequencies and molec-
ular dynamics

Up to now the positions of the ions were fixed, which is a consequence of the Born-
Oppenheimer approximation. We can approximate the movements of nuclei by a
series of such static calculations, each with a different set of positions of the ions.
If we want to relax a given structure, calculate vibrational frequencies or simulate
a dynamical system in time, forces according to the Hellmann-Feynman theorem
[121] are used. This theorem states that the force f; on the ion I, defined as the
derivative of the energy to a position R; of the ion, is characterized by the partial
derivative only:

dE oE
f; = AR, R, (A.57)

and the partial derivatives of the sum of one-electron wavefunctions to the position
of the ion, > . 0v;/OR; and ), 0v}/0R vanish. The Hellmann-Feynman forces
are used in this thesis to calculate the vibrational spectrum of magnesium hydride
and to perform a molecular dynamics simulation of a hydrogen atom in magnesium
metal.

In the first case the atoms in the asymmetric unit cell are displaced by a fixed,
small amount in the three cartesian directions. In the harmonic approximation (it
is assumed that the forces are proportional to the displacements), the vibrational
frequencies can then be evaluated using a projection of the motions onto a normal
coordinate system. When the motions in adjacent unit cells are correlated, which is
clearly the case for solids, a full phonon calculation is necessary. Such a calculation
can be performed using the PHONON program of Parlinski [102]. We then need to
calculate the Hellmann-Feynman forces for a supercell that is large enough to make
sure that the effective range of the forces are smaller than the supercell size. For
crystals of uncharged, organic molecules, the effective range of interaction typically
has a radius of ~5 A. Since DFT methods scale in computational time with the third
power of the number of atoms, the super cell calculations are considerably longer
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than single cell calculations. The program PHONON gives the full dispersion curves
of all phonon branches in the crystal on the basis of the forces and the symmetry in
the super cell.

Secondly, for molecular dynamics simulations a constant time-step is used be-
tween successive evaluations of the total energy of the system. The displacements
and velocities of the ions are adjusted according to the laws of classical mechan-
ics. The time step needs to be chosen such that the self-consistent convergence is
achieved in a few iterations. We found that the magnesium metal-hydrogen system
converged in 2—3 iterations when a time step of 1 fs was used. The simulation is run
at a predefined temperature by means of an algorithm which scales the velocities
of all atoms at every time-step such that the kinetic energy distribution of the ions
resembles the given temperature.

A.2.6 Diffusion coefficients

The trajectory that the hydrogen atom followed during the molecular dynamical
simulation, can be used to evaluate the diffusion coefficient. The tracer diffusion
coefficient (we follow a single particle: the tracer particle) D is given by the following
expression [129]:

1 1Y
_ Lt ()12
D= tlir& [2dtN i=1 [rl(t)] ] 7 <A58)

where ¢ is the total simulation time, d is the dimensionality, s = 1... N is the index
to the repetition number of the simulation and r;(¢) is the position of the diffusing
particle at time ¢ and simulation run ¢ with respect to the starting point r;(0) = 0
for all 7. In practice this expression has to be approximated, especially when one
has to use calculations on large super cells that run slow even on fast computers.
The following expression is an approximation to the diffusion coefficient when only
one simulation run is available:

N

D~ LZ [rj — Tresl? (A.59)
TN & 2djd |

where we now sum over the number of time-steps j = 1... N, each having a length
in time of d¢. The reference position vector r,. is part of the trajectory. We found
that the most reliable results are obtained when we average the diffusion coefficients
obtained with r,.s respectively at the start (r,.; = r;) and the end point (r,.; = ry,)
of the simulated trajectory.

We note that normally a macroscopic and microscopic diffusion coefficients are
distinguished. The macroscopic or chemical diffusion coefficient is used in Fick’s law
of diffusion which states that the flux J is directly proportional to the macroscopic
diffusion coefficient D,, times a volumetric concentration gradient V"

J=-D,VC. (A.60)
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Since the transport is strictly speaking not proportional to the concentration gra-
dient, but rather to a gradient in the chemical potential, a microscopic or jump
diffusion coefficient is also defined. It is no surprise that one determines the macro-
scopic diffusion coefficient with macroscopic techniques such as conductivity mea-
surements and the microscopic diffusion coefficient with microscopic techniques like
inelastic neutron scattering or molecular dynamical simulations. The two diffusion
coefficients are connected by a thermodynamic factor ¢

O(u/kT)

0= B (A.61)
where p/kT is the chemical potential relative to the absolute temperature k7" and
x is the molar concentration of the diffusing particles. When the chemical potential
of the diffusing particles can be written as y = p° + kT In(z) (this ideal-solution
chemical potential is found for very low concentrations), the thermodynamic factor
is equal to unity which is clearly the case for hydrogen in the metal a—phase (see the
discussion in the thermodynamic assessment of the magnesium-hydrogen system by
Zeng et al. [104]).
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Appendix B

Hydrogen adsorption in carbon
nanostructures compared:
nanotubes, fibres and coals

H.G. Schimmel, G.J. Kearley, M.G. Nijkamp, C.T. Visser, K.P. de Jong and F.M.
Mulder, Chemistry-A European Journal, 9, 4764-4770 (2003).

Abstract

Single walled carbon nanotubes (SWNT) were reported to have record high hydrogen
storage capacities at room temperature, indicating an interaction between hydrogen and
carbon matrix which is stronger than known before. Here we present a study of the inter-
action of hydrogen with activated charcoal, carbon nanofibers and SWNT, that disproves
these earlier reports. The hydrogen storage capacity of these materials correlates with the
surface area of the material, with the activated charcoal having the largest. The SWNT
appear to have a relatively low accessible surface area due to bundling of the tubes; the
hydrogen does not enter the voids between the tubes in the bundles. Pressure-temperature
curves were used to estimate the interaction potential, which was found to be 580 4 60 K.
Hydrogen gas was adsorbed in amounts up to 2 wt.% only at low temperatures. Molecular
rotations observed with neutron scattering indicate that molecular hydrogen is present,
and no significant difference was found between the hydrogen molecules adsorbed in the
different investigated materials. Results from Density Functional Theory computer calcu-
lations show molecular hydrogen bonding to an aromatic C-C bond that is present in the
materials investigated. The claims of high storage capacities of SWNT related to their
characteristic morphology are unjustified.

B.1 Introduction

The importance of hydrogen as a future energy carrier is generally acknowledged.
The advantages of a hydrogen-based economy would be its sustainable and envi-
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ronmentally friendly character. Apart from factors concerning the energy efficient
production of hydrogen as well as cost effective use of hydrogen in fuel cells, the ap-
plication of hydrogen as an energy carrier is limited by hydrogen storage problems.
Storage of hydrogen is either too expensive, too heavy, takes too much volume and/or
is unsafe. Therefore hydrogen storage in new materials and devices is an active field
for research world wide. Storage of hydrogen in new forms of carbon materials at-
tracted world wide interest when Dillon et al. published 5-10 wt% hydrogen storage
in single walled carbon nanotubes (SWNT) [18]. Subsequently claims of high hy-
drogen storage capacities at room temperature and pressures higher than 100 bar
in graphitic nanofibers (GNF) and lithium and potassium doped multi walled car-
bon nanotubes were made [19, 20, 21]. However, more recently several reports that
falsify these claims have appeared [29, 30, 31, 32]. Despite considerable effort, com-
putations do not support those high storage capacities on the basis of physisorption
processes [22, 23, 24, 25, 26, 27, 28].

Recently we reported adsorption capacities in the range 0-2.5 wt% at low tem-
peratures and ambient pressure in various nanostructured carbon samples [16]. The
process responsible for storage under the low-temperature ambient-pressure condi-
tions is clearly physisorption.! An important yet unanswered question is how the
strength of the interaction resulting in physisorption varies between carbon based
materials with different topologies. In this paper we report on a study of the in-
teractions between hydrogen and different carbon materials ranging from activated
charcoal to single walled carbon nanotubes. In our measurements the rotation of
a hydrogen molecule is used as a sensitive probe for the presence of the molecule
and for interactions between surface and adsorbed hydrogen molecules at the mi-
croscopic/molecular level. These results are compared to macroscopic adsorption
measurements as well as first-principles calculations.

B.2 Experimental section

Four different materials have been investigated in this study: Two activated carbons:
AC Norit 990293 (NAC) and AC Norit GSX (GSX), a 'fishbone’ carbon nano-fibre
sample (GNF) and a sample consisting of single walled carbon nanotubes (SWNT).
Activated carbons are highly micro- and mesoporous carbon materials. Steam-
activated carbons have been prepared from raw materials (e.g. peat, lignite, coal)
and carbonized and reacted with steam at 1000 degrees Celsius. In this way some of
the carbon atoms are removed by gasification, which yields a very porous structure.

Graphitic nanofibers were grown using a fixed bed reactor. Nickel particles on a
silica support (Aerosil 200) dissociate methane, forming hydrogen and carbon atoms
that dissolve in the nickel particle. These carbon atoms diffuse through the nickel
catalyst particle to form a carbon nanofiber. The silica support was removed in a

!The energy of adsorption is defined to be smaller than 4000K for physisorption [130]. If the
energy of adsorption is greater than 4000 K the molecule forms chemical bonds
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refluxed boiling KOH solution. In the same manner a treatment with HNO3 was
used to remove the Ni particles [131]. The nanofibers used in this investigation had
a fishbone arrangement of the graphite planes with respect to the fiber axis. The
diameter of these fibers ranges between 20 and 30 nm, with an average of 25 nm. We
loaded these fishbone fibers with 0.2 wt% Pd nanoparticles using ion-exchange from
a Pd(NH;),Cly solution [132]. This was done in order to open up the possibility
to have atomic H in the sample, that may possibly even intercalate in between the
graphite layers as has been speculated by others [19, 20, 21].

The single walled carbon nanotubes were obtained commercially (from Carbon
Nanotechnologies Incorporated, Houston, USA). The nanotubes were produced by
the HiPCo process in which Fe(CO); decomposes in a CO atmosphere [133]. Our
sample contains 17.5 wt% or less than 5 at% of leftover iron catalyst particles.
The sample was characterized by X-ray diffraction, which showed no sharp peaks,
indicating that no crystalline form of graphite or iron was present. Mdossbauer spec-
troscopy revealed that the left-over catalyst particles are almost exclusively present
in the form of FezC. Transmission electron microscopy was used to investigate the
diameter of the nanotubes and the iron carbide particles. The carbon nanotubes are
packed with a smallest repetition distance of about 1.25 nm, indicating that the size
of the tubes is around 1.25 nm, whereas the iron carbide particles are larger, with
diameters up to 4 nm. The surface area of the relatively low number of massive iron
carbide particles is much smaller than that of the nanotubes, and any adsorption of
H, on these particles can therefore not be observed.

Adsorption measurements

Samples were loaded in aluminum containers and mounted in a closed cycle refrig-
erator. The samples were evacuated to below 1 mPa while heated to 323 K for at
least 12 hours. Adsorption isotherms were recorded by opening a valve to a known
volume of hydrogen gas with a known pressure, waiting for equilibrium and measur-
ing the pressure, and repeating this procedure up to 1 bar. Temperature-pressure
curves were measured inside the same system.

Inelastic neutron scattering

The samples under investigation were loaded in aluminum sample chambers, mounted
into a cryogenic system and evacuated to below 1 mPa while heated to 323 K for at
least 12 hours. The sample thickness was such that up to 10% of the neutrons was
scattered by the nuclei of the sample when hydrogen was loaded. The samples were
cooled to 3.6 K and a background measurement was performed on the evacuated
sample. Then the sample was heated to 77 K and hydrogen was loaded up to a
pressure of 1 bar. This temperature and pressure were chosen because these are the
reference conditions in our previous work. When insufficient hydrogen had been ad-
sorbed for a good neutron spectrum, filling was continued at 1 bar at a temperature
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that was lowered by a few degrees (this enhances the adsorption capacity consider-
ably). In this manner 100-200 ml STP H, was adsorbed in the sample, sufficient for
recording an accurate neutron spectrum in a reasonable time. The hydrogen loaded
sample was then cooled down to 3.6 K and a spectrum was recorded. Note that
we can exclude the possibility of having measured on solid hydrogen because the
hydrogen adsorbs already completely at 50 K (i.e. the hydrogen vapor pressure is
always much lower than the equilibrium vapor pressure for liquid or solid hydrogen).

The measurements were performed on the time-of-flight spectrometer RKS at
the 2 MW nuclear reactor in Delft, the Netherlands. This spectrometer uses two
choppers and a rotating pyrolitic graphite monochromator to produce a pulsed,
mono-energetic beam. The incident energy of the neutron beam was selected to be
157.3 ecm™!. The scattered neutrons are detected by an array of detectors giving
a momentum transfer range of 0.2-3.5 A~! and their arrival time is recorded. The
time-of-flight of the neutrons were transformed into energies and the structure factor
S(Q,w) was obtained by multiplying with k;/k; and by normalizing on the incident
beam monitor. In order to improve statistics the spectra were summed over the
momentum transfer Q so that the average value of the spectra is 1.6 A. Scattering
of the sample without hydrogen was subtracted from the spectrum of the hydrogen-
loaded sample. In order to extract not too much of the ’empty sample spectrum’,
corrections were made for the small screening of the scattering of the sample holder
and carbon sample by the hydrogen in the loaded sample. In this way only the
scattering of hydrogen is visible in the corrected spectra. All experiments were
performed at a temperature of 3.6 K. These low temperatures are needed because
at higher temperatures the thermal energy of the hydrogen molecules appears to
enable them to move along the surface, giving unwanted broadening of the spectra.

In order to be able to observe a possible decrease in elastic scattering with time,
each spectrum was divided into 5-10 sub-runs. Such decrease in elastic scattering
could result from the slow conversion of ortho- to para-hydrogen because ortho-
hydrogen scatters approximately 40 times more than para-hydrogen (see below for
explanation).

Theoretical calculations

In order to understand the experimental results we performed computer calculations
by means of Density Functional Theory, using Dmol®. We used the numerical basis
set DND (double numerical with d functions) and the Perdew Wang local correlation
density functional.

B.3 The hydrogen molecule as a probe.

Due to its diatomic nature, hydrogen can rotate around two axes. The possible
energies F'; of the rotation of the hydrogen molecule are quantized and are labelled
by the rotational quantum number J. For a hydrogen molecule that is free to rotate



Hydrogen adsorption in carbon nanostructures compared. 73

(this is in good approximation the case in solid hydrogen [47]) the energies of the
rotational levels are given by E; = J(J + 1)B. The rotational constant B, can be
evaluated with formula (refeq:Ba) [47] in which % is Planck’s constant divided by
27, m, is the mass of the protons and R is the distance between the protons.

oh?
B _

= B.1
i (B.1)

From the experimental value of B, 59.3 cm™! (7.35 meV) [47], we can evaluate the
difference between the two lowest rotational states (J =0 and J = 1): 119 ecm™! (or
~170 K). It is important to note here that the rotational transition only occurs for
molecular hydrogen, i.e. atomic hydrogen bonded to a carbon plane does not show
this transition.

Because the two protons in a Hy-molecule are fermions, their overall wavefunction
should be anti-symmetric under exchange of the two nuclei. Rotational states with
even values of J, have a symmetric spatial eigenfunction and the spin eigenfunction
needs to be antisymmetric to achieve an overall antisymmetric wavefunction. This
antisymmetric spin eigenfunction is a singlet spin state with nuclear spin 0. Odd
values of J have an antisymmetric spatial eigenfunction, and conversely a symmet-
ric spin part of the wavefunction (a triplet state with nuclear spin 1). Hydrogen in
rotational states with odd values of J is called ortho-hydrogen, whereas hydrogen
in rotational states with even values of J is denoted para-hydrogen. At high tem-
peratures (e.g. room temperature) the ratio of ortho- to para-hydrogen molecules is
3 to 1. At temperatures much lower than 170 K the lowest rotational state J = 0
is energetically favorable. However the conversion from ortho- to para-hydrogen
can be extremely slow because it involves a change of the total nuclear spin from 1
to 0. The presence of paramagnetic catalysts or impurities as in our samples can
speed up the conversion from days to less than hours. The neutron cross-section
of ortho and para hydrogen are rather different (ortho: 80 barn/molecule, para:
1.8 barn/molecule). Care should be taken in the experiment to observe if the ortho-
para conversion is complete or not. It may also be noted that atomic hydrogen has
a large cross section (80 barn/atom).

When a hydrogen molecule is adsorbed on a surface or in a cavity, the poten-
tial it feels may not be isotropic because of the atomic nature of any surface, and
this may hinder the rotation of the adsorbed hydrogen molecule. Then spherical
symmetry is broken, causing the triplet J = 1-level to split. Such splitting contains
information on the symmetry of the site at which hydrogen is adsorbed. An example
was observed by e.g. Fitzgerald et al. for hydrogen molecules in interstitial sites in
solid Cgp [48].

If the molecular hydrogen electron cloud is severely altered because it takes
part in a bond with the surface, the distance between the protons increases due to
reduced electronic screening. (This H-H bond lengthening effect is also known as
bond activation [49].) This leads to a smaller value of the rotational constant B
(see eq. (B.1)). Such effects of bond elongation were illustrated by Eckert and co-



74 H.G. Schimmel et al.

workers with experiments on different metal-complexes having a dihydrogen ligand
(the so-called Kubas-compounds). They found that the separation of the lowest
two rotational levels of the dihydrogen ligand is smaller in complexes where the
dihydrogen ligand molecule was more tightly bound, and the larger proton-proton
bond lengths found in this way were confirmed by neutron diffraction [49].

For weakly bonded molecules, as is the case in physisorption by van der Waals
interaction, no significant electron density is transferred to the adsorbent or is used to
form the bond. Thus it is not expected that large shifts of the rotational constant B
will occur. The hydrogen molecules can then be described as (almost) free quantum
mechanical rotors. In contrast, for more strongly bound chemisorbed molecular
hydrogen in e.g. zeolites a strong shift of the J = 1 level can be observed [52].

With the neutron experiments presented here we are able to discriminate be-
tween molecular and atomic hydrogen on the basis of the presence of the rotational
transition and the strongly different neutron scattering cross sections. Furthermore
under the assumption that the rotational level may be stronger split for stronger
bound hydrogen, the value of the splitting gives an indication of the strength of
the bond experienced by the hydrogen molecule. This should then also be in agree-
ment with the adsorption energy found from the adsorption measurements. These
methods will provide a means to investigate if the high storage capacity claims for
carbon nanofibers and carbon nanotubes can be supported or not by a hydrogen-
matrix interaction that is much stronger or of a different nature than found in other
graphites.

B.4 Experimental results

B.4.1 Pressure and temperature dependent hydrogen ad-
sorption

All of these samples were tested for hydrogen storage capacity at 77 K and 1 bar. For
the SWNT this was the first time we determined this, while for the other compounds
the adsorbed amounts (obtained volumetrically) under these conditions were the
same as we found previously [16]. Figure B.1 shows the amount of adsorbed hydrogen
as a function of hydrogen pressure for Norit GSX. The experimental curve follows
the Langmuir isotherm (solid line in figure B.1) given by:

KP

9:1+KP’

(B.2)
where 0 is the coverage of the adsorbent surface, K is the equilibrium constant and
P is the pressure. From the Langmuir isotherm a coverage of approximately 0.8 was
derived.

We modified this model to get the temperature dependence of the pressure of the
gas above a surface. Introducing the rate of adsorption, ®,, which is proportional
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Figure B.1: Hydrogen adsorption capacity for activated charcoal (Norit GSX) as a function of
hydrogen pressure. The line is a fit with a Langmuir adsorption isotherm. The hydrogen surface
coverage 6 ~ 0.8 at P =1 bar.
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Figure B.2: Temperature-pressure curves for SWNT (circles), Norit AC 990293 (triangles) and

Norit GSX (squares). The line is a fit with the model P = C'\/Te~ 7 through the measured
curve for Norit GSX. Using this model the adsorption energies were obtained (580+60 K).

to the number of molecules hitting a vacant adsorption site we get:

P

b, x ﬁ(l 0), (B.3)
where T is the temperature of the system and (1 — ) is the fraction of unoccupied
adsorption sites. We used the fact that the density of a gas is proportional to the
pressure, whereas the average gas molecule velocity is proportional to /7. The
rate of desorption, ®4, is proportional to a frequency, f, at which the surface atoms
vibrate (this frequency is of the order of 10'® Hz) and the Boltzmann distribution

factor, giving:
By o foo HY, (B.4)

where H,q is the enthalpy of adsorption, k£ is the Boltzmann constant and @ is the
fraction of occupied adsorption sites. Combining these two gives:

Heyq 0

P =CfTe —

(B.5)

with C' being a constant. When the volume of the gas phase is small, we can assume
the fractional coverage 6 to be constant in the temperature range investigated. For
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two samples (SWNT and NAC) we recorded the pressure as a function of the sample
temperature during cooling. The pressure of hydrogen gas above Norit GSX during
warming was also measured. These measurements are presented in figure B.2. The
least squares fit on the GSX data with the model derived above is shown in the
figure. Results from these fits are given in table B.1. From the errors associated
with the fitted values of the adsorption potentials, we conclude that the adsorption
potential is 580460 K or 5£0.5 kJ mol~!. The review article of Vidali et al. on
potentials of physical adsorption give a well depth of 51.7 meV for graphite, which
equals 600 K or 5 kJ mol™!, [46] in agreement with our results. Clearly the value
of Dillon et al. of 19.6 kJ mol~! for hydrogen adsorbed onto single walled carbon
nanotubes is not reproduced. [18]

Table B.1: Properties of the investigated materials. V is the volume at standard temperature
and pressure (1 bar and 295 K) of hydrogen stored in 1 g of material at 77 k and 1 bar, Sggr is the
BET surface area (the value for SWNT is from reference [61]) Hgq is the enthalpy of adsorption
derived from pressure-temperature curves and p is the peak position in the neutron spectra due to
the rotational transition.

NAC GSX SWNT GNF

V [ml STP] 238 160 60 20
Sppr (m?/g] 2200 933 380 196
H,q [K] 513 576 525 -

p [em™1] 119 120 119 117

The macroscopic measurements show that hydrogen adsorption on carbon sur-
faces as a function of hydrogen pressure already starts to saturate at 1 bar at a
temperature of 77 K (see figure B.1). The sites at which the hydrogen molecules
adsorb under the experimental conditions in this work will be commensurate with
the carbon hexagons in the matrix [134]. The layout of these sites is hexagonal with
a distance between reflections planes of 3.69 A[134], corresponding to a density of
1 hydrogen site per every three hexagons. This low density of sites explains how a
coverage of 80% can be found from the Langmuir isotherm. On geometrical grounds,
using a site area based on the hydrogen molecular size of 0.142 nm? only, a coverage
of ~ 34% is derived [16]. It is known that at higher fillings (attainable using lower
adsorption temperatures) an incommensurate hydrogen layer is formed with such a
much higher packing [134].

B.4.2 Inelastic neutron scattering results

Figure B.3 shows the measured spectra for the four different carbon materials. Table
B.1 lists the results from least squares fits of the peaks with a Gaussian peak pro-
file. The Gaussian peak profile was chosen because it is a good description of the
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Figure B.3: Neutron energy loss spectra of hydrogen adsorbed in Norit AC990293 (triangles),
single walled carbon nanotubes (circles), Norit GSX (squares) and graphitic nanofibers(diamonds).
The data are normalized on the incident number of neutrons on the sample. The (mostly elastic)
scattering of the sample without hydrogen has been subtracted (see text) which makes that only
the scattering by hydrogen is visible. The graphitic nanofibers adsorb even after extra filling a
very small amount of hydrogen, resulting in a very weak peak.

resolution function of the instrument at these energy transfers. The determination
of the absolute position of the peaks is influenced by systematic errors due to un-
certainties in the neutron incident energy and path-lengths in the instrument. We
estimate this error to be 2%, which is 2 cm™!, of the neutron energy loss. The
fitted peak positions show that a shift of the rotational transition energy cannot be
observed within experimental accuracy. The peak widths are comparable with the
experimental resolution, which was determined to be 11 cm™! (full width at half
maximum) from a gauge measurement on solid hydrogen. No splitting of the J = 1
level due to hindering of the rotation was observed.

The intensities in the elastic peak (zero energy transfer) are much lower than the
rotational transition peak. This excludes the presence of molecular ortho-hydrogen
and of atomic hydrogen in significant amounts, because scattering cross-sections for
both are larger than for the transition of J = 0 to J = 1. Furthermore the elastic
peak intensity compared to the inelastic peak intensity is as should be expected
for the scattering by the para-hydrogen in the samples. Also when observing the
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spectra of the samples as a function of time (obtained from the different subruns
for each spectrum) it was clear that the conversion of ortho- to para-hydrogen was
completed already during the few hours of cooling. This is caused by the enhanced
nuclear relaxation induced by the paramagnetic catalyst residuals (SWNT, GNF)
or impurities (NAC, GSX).

Because the elastic peak intensity is so small this leaves no room for atomic hy-
drogen (having a large neutron cross-section) to be present in any significant amount.
The assumption that a part of the reversible hydrogen storage is via the formation
of atomic hydrogen and hydrogenation of the carbon is therefore not supported by
the results. This contrasts with the assumptions in some recent theoretical works
[22]. Also in the Pd loaded sample there is no sign of enhanced Hy take-up due to
the formation of atomic H (the Pd itself will absorb hydrogen up to PdHg ¢, but the
concentration is too low to observe).

The J = 1 rotational peak is in the same position in carbon materials that
have completely different topologies: the highly regular curved sheets of carbon in
SWNTs, conical curved carbon sheets in fishbone nano-fibres, and highly porous
activated carbons. Evidently the conclusion has to be that the morphology of the
carbon surfaces has little effect on the rotation potentials for hydrogen. This would
indicate that also the bonds responsible for the adsorption are similar in the differ-
ent materials, in agreement with the macroscopic adsorption data. The claims for
large adsorption capacities in SWNTs can now be discarded both on the basis of
macroscopic adsorption data and microscopic interaction strength’s.

Discussion INS results

Here we will compare our neutron results on the SWNT with the three other types
of sample as well as with results found by others in Cgy [48] and single walled
nanotube containing samples [50, 51]. This comparison will give an answer to where
the hydrogen molecules are located in the SWNT sample.

It is important to note that SWNT form bundles of many aligned tubes during
the production process [135]. On our sample we found that the X-ray diffraction
pattern showed a peak at a momentum transfer of 0.536 A~!. This corresponds to
a plane distance of 1.17 nm, and assuming a close packing of the tubes, the average
tube-tube distance is 1.35 nm. This is close to the minimum distance between tubes
that we measured using TEM (1.25 nm). We will use the X-ray figure of 1.35 nm
because it may represent a better average tube-tube distance for the bulk of the
sample.

It is sometimes suggested that the hydrogen molecules go in the interstitial chan-
nels of the nanotube bundles. In that case the number of available hydrogen sites
will be very large compared to the situation where hydrogen adsorbs on the outer
surface of the bundles only. In Cgy hydrogen indeed enters such interstitial sites.
Fitzgerald et al. used a pressure of 130 bar to load hydrogen in Cgy at room tem-
perature, after which the hydrogen was frozen in the lattice at 150 K. The position
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of the hydrogen molecules on the interstitial sites in Cgp was determined by neutron
diffraction methods [48]. There are two types of sites (or voids) available for Hy:
one with a diameter of 2.26 A and one with a diameter of 4.12 A. Only the last site
was shown to accommodate Hy up to 40%, the first site is not occupied at all. The
fact that the Hy does not enter the smaller site was explained by the size of the Hy
molecule being too large, it has a diameter of 2.9 A. The J = 1 level of hydrogen
in the occupied sites was shifted downwards to 14.35 meV (115.7 cm '), and also
split [48] by 0.7 meV (6 cm™!). This indicates a significantly larger change in the
rotational energy levels and also interaction of the hydrogen with the Cgy matrix
than in any of the samples measured by us. Such splittings and shifts would have
been observed in our experiments. The fact that we find peaks that within error
bars are not shifted with respect to solid hydrogen, shows that indeed hydrogen is
very weakly disturbed by the bond to the surface of all of the carbon materials under
investigation. This indicates a weak bond, which is supported by the macroscopic
measurements.

Inelastic neutron spectra in samples containing soot and 20-30 weight % or 50
volume % of single walled carbon nanotubes have been published before by Brown et
al. [50] and Ren et al. [51] respectively. These samples contained significant amounts
(80-70 wt.% and 50 vol.% respectively) of amorphous and nanocrystalline carbon
as well as metal nanoparticles. Especially the nanostructured carbon is problematic
in this respect because its surface area will be non-negligible, making significant
amounts of hydrogen adsorption possible. Their experiments used pressures as high
as 110 bar to load the sample container with the sample with hydrogen. After
this initial loading the sample was cooled to 25 K, where the hydrogen source was
disconnected. Subsequently the cells were evacuated at ~25 K to remove any non-
adsorbed hydrogen. It may be noted that this loading procedure is rather different
from ours, because we used just 1 bar at 77 K to adsorb the hydrogen. However,
we obtained in a reproducible manner similar or higher adsorbed hydrogen amounts
for the SWNT. Both articles report the inelastic (unsplit) peak due to the hydrogen
molecular rotor. The peak position was found to be close to the value for the free
H,, the elastic peak was not clearly shown.

Combining the results and comparing with the situation for Cgy, we may state
that Hy does not enter the interstitial channels of the SWNT sample, and the reason
why may be illustrated in figure B.4. The diameter of the interstitial channels
between nanotubes of 1.35 nm diameter is 2.1 A, which is too small for hydrogen
molecules to enter. It is even smaller than the void in Cgy of 2.26 A which is not
occupied by Hj either. Furthermore the inelastic neutron data show no difference
between the four different types of nanostructured carbon samples. Because the
size of the channel between the SWNTs is much smaller (2.1 A) than the void in
Ceo (4.12 A) one would expect at least a similar but likely a larger influence on
the spectra of the adsorption in the channels. Clearly this is not the case and we
therefore have to exclude that significant amounts of Hy adsorbs in the interstitial
channels. It may also be noted that Talapatra et al. reported that smaller gases
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Figure B.4: Schematic graph of the consequence of the stacking of nanotubes in bundles with
tube-tube distances of 1.35 nm. The interstitial channel between the bundles is indicated to be
too small for hydrogen molecules (2.1 A versus 2.9 A).

like He and Ne did not enter the interstitial channels either [135].

B.4.3 Calculations

The materials all have aromatic rings in their graphite structure. The fact that
the different samples give the same results for the interaction potentials raises the
hypothesis that the characteristic van der Waals bonding can be modelled by only
taking into account a carbon hexagon structure with its delocalized electrons.

As a check we performed computer calculations by means of Density Functional
Theory, using Dmol®. We used the numerical basis set DND (double numerical
with d functions) and the Perdew Wang local correlation density functional. First
we optimized the position of a hydrogen molecule above a small piece of graphite
built from four carbon hexagons (figure B.5). The position with lowest energy for
the hydrogen molecule was 2.91 A above a central C-C bond. Then we turned
the hydrogen molecule stepwise by 180 degrees and evaluated the potential energy
each 20 degrees. In this way we obtained an estimate of the barrier for rotation
for the adsorbed molecule. The barrier we find is indeed very small and is within

Figure B.5: The graphite surface and the hydrogen molecule in their minimum energy position.
The hydrogen molecule is located right above the center of the C-C bond. From this configuration
the energy was calculated using DFT when the hydrogen molecule was turned around.
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computational accuracy consistent with the experiments.

We conclude that different forms of carbon are essentially the same for hydrogen
molecules as long as they possess the characteristic aromatic carbon rings. Thus the
amount of hydrogen storage is governed by the number of accessible aromatic C-C
bonds in the sample, which is related to the surface area. The morphology of the
adsorption sites on more than one C-C bond distance has less importance.

B.5 Discussion

From this study some perspectives for hydrogen storage using physisorption onto
graphite surfaces can be evaluated. It appears that these materials will not meet the
goals set by the Department of Energy of the US (6.5 wt%) at moderate conditions
such as room temperature and pressures up to 10 bar. This can be concluded from
the interaction energy which is around 580 K (5 kJ/mol) (which means that at
room temperature virtually no hydrogen adsorbs) and from the fact that even a
single graphite sheet needs to be covered for 80% by hydrogen molecules on both
sides to meet the goals.

An ideal hydrogen storage material using physisorption would have an inter-
action potential around 2500 K (=~ 20 kJ mol™!) and a very high surface area
(>2000 m?¢g~"). In this way the residence time at room temperature for adsorbed
molecules is comparable with hydrogen adsorbed on graphite at 77 K. Optimizing
the surface area and hydrogen pressure could then in principle lead to a material ca-
pable of storing 6.5 wt% of hydrogen at room temperature and moderate pressures.
However, at present there is no indication as how to realize such a high interaction
potential in a material with a high specific surface area.

Recent experiments on carbon materials by G. Gundiah and co-workers showed
hydrogen storage capacities in the range of 0.2 wt% to 3.7 wt% at 300 K and 140 bar
[38]. In order to compare these results with ours, we have to extrapolate the use of
equation (B.5) to a temperature of 300 K. We take the coverage 6 to be the same
for both temperatures, meaning the same amount of storage. Further we assume to
be constant the frequency f and the adsorption enthalpy H,;=580 K. With these
assumptions we estimate a pressure of 530 bar at 300 K to give similar storage
capacities as 1 bar at 77 K. In our work we found a hydrogen storage capacity for
SWNT of 60 ml STP per g, which equals 0.54 wt%. The ratio of the estimated
pressure (530 bar) and the pressure used by Gundiah et al. (140 bar) is comparable
to the ratio in hydrogen storage capacities (0.54 wt% versus 0.2 wt% for untreated
SWNT). Their results for untreated SWNT therefore supports the findings presented
in this work.
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B.6 Conclusions

In this article we report a study of microscopic aspects of physisorption of hydrogen
on carbon surfaces with several nano morphologies. From the isotherms and temper-
ature dependent pressure measurements we conclude that the interaction between a
hydrogen molecule and a carbon surface is 580460 K or 540.5 kJ mol~!. However,
at room temperature and ambient pressure the residence time is very short, lead-
ing to negligible adsorption. Inelastic neutron scattering experiments reveal that
molecular Hy is present and that the splitting of the ground and excited level of the
molecular hydrogen rotor is essentially the same as for free hydrogen in all investi-
gated carbon materials. No sign of a strong bond of the hydrogen molecule with the
substrate was found in any of the materials. This finding compared to Hy loaded
interstitially in Cgo, and the low adsorption quantities rule out the possibility that
H, adsorbs in the narrow interstitial channels between the nanotubes. The bond
of hydrogen to carbon does not depend on the topology of the surface. The only
thing that counts then is the amount of surface accessible by hydrogen. This sur-
face area appears to be largest in the activated carbons. The SWNTs form bundles
and this aggregation apparently severely limits the accessible surface. Computer
calculations using Density Functional Theory confirm that the hydrogen molecule is
weakly bound to a C-C bond where it experiences only a small barrier for rotation.
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Appendix C

Resolving Rotational Spectra of
Hydrogen Adsorbed on a Single
Walled Carbon Nanotube

Substrate

H. Gijs Schimmel, Gordon J. Kearley, Fokko M. Mulder, ChemPhysChem, 5, 1053-
1055 (2004).

Some of the early results on hydrogen storage in single walled carbon nanotubes
(SWNT) have not been reproduced and at the moment it is generally believed that
SWNT store hydrogen in molecular form in the same way as other graphitic mate-
rials with a high surface area.[8] Untreated nanotubes are bundled which limits the
accessible surface area drastically, but thermal and acidic treatments can increase
the hydrogen storage capacity due to an increase in accessible surface area.[38] Fur-
thermore the adsorption energy of hydrogen on SWNT and other nanostructured
carbons are comparable.[39] Here we present a detailed description of the adsorption
of hydrogen in SWNT materials.

The energy E; of the rotational level J associated with the rotation of a hy-
drogen molecule is quantized: E; = J(J + 1)B, where B has the value 7.35 meV
(59.3 cm™1).[47] The rotational spectrum of Hy will be distorted when it is adsorbed
and the triple degeneracy of the J = 1 level can be lifted making the rotational levels
split. We use the transition from J = 0 to J = 1, which, in a centro symmetric
environment, has two lines with intensities 1:2. In general a stronger interaction
between the adsorbed molecule and adsorbent leads to a more distorted spectrum,
providing a sensitive and a local probe of the environment of a Hy molecule.[39, 136]

Neutron scattering results of the region of interest (i.e. around the rotational
peak) are presented in Figure C.1. The insets (a) and (b) show the whole spec-
trum measured for the highest Hy loading and the background run, respectively.
The neutron spectra show a strong peak around 14.7 meV, the energy of the rota-
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Figure C.1: Inelastic neutron spectra for indicated hydrogen loadings in single walled carbon
nanotubes. Spectra are taken at a loading of 267 ml (squares), 157 ml (diamonds), 85 ml (triangles)
and 56 ml (circles) STP Hay. Inset (a) shows the whole spectrum for the highest loading. The broad
wing visible between 20 and 100 meV is due to recoiling Hy molecules. Inset (b) shows the spectrum
of the bare nanotubes.

tional transition. This peak indicates unambiguously that hydrogen is adsorbed in
molecular form. The rotational peak in the spectra is made up from more than one
component. The additional structure of the rotational spectrum was not seen before
due to a lack of resolution.[39, 50, 51| Initially the peak shows a doublet. At higher
loading a broad peak adds up. The last spectrum shows these two contributions
together with a sharper line on top.

In Figure C.2 fits using Gaussians are given of each of the spectra with the
separate contributions. Table C.1 gives the parameters of the fits used. The
spectrum with the lowest Hy loading clearly shows two peaks (I and II) upon visual
inspection with rough intensity ratio’s of 1:2. As described above this is a spectrum
of a single hydrogen site. However, the fit improved by adding a separate weak line
in between the two others (peak III). This would correspond to a weakly populated
second site where there is less anisotropy in the environment i.e. less distortion of
the Hy molecule. For a higher loading of hydrogen the first two lines are always
present, increasing in intensity for a filling of 85 ml STP, but saturated for higher
fillings.

In the spectrum of 157 ml STP of adsorbed Hy the additional line IIT appears
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Table C.1: Areas, widths and positions of the four Gaussian lines used to fit the neutron data.
Line I and IT have the same width and areas as 1:2. Line III is always present and starts to saturate
at the loading of 157 ml. Line IV only comes into play at the highest loading, when a second layer
has been formed.

V / ml 56 85 157 267
A/ AU. 095 126 126 1.26
Ay /AU 1.91 251 251 251

wy =wy / meV  0.85 085 0.85 0.85
z; / meV 13.63 13.63 13.63 13.63
Ty / meV 14.72  14.72 14.72 14.72
Ay / AU. 0.26  0.52 4.08 4.15
wyy / meV 0.32 032 0.74 0.98
Ty / meV 14.53 14.53 14.48 14.33

Ay /AU 0 0 0 3.16
wyy / meV - - - 0.36
Ty / meV - - - 14.58

stronger and broadened. The highest loading we studied (267 ml STP), shows in
addition to the spectrum at 157 ml STP a sharp peak at the position corresponding
to free hydrogen. The equilibrium pressure here approaches, but is certainly lower,
the pressure of solid hydrogen at the experimental temperature.

The macroscopic measurements are shown in Figure C.3. In the case of ad-
sorption at temperatures high enough so that less than a monolayer adsorbs, the
Langmuir isotherm is applicable: V' = V kP/(1 + KP), where V is the adsorbed
volume, V7, is the volume of the gas which fills up all available sites, k is a kinetic con-
stant and P is the pressure. The line which fits the first part of the isotherm is drawn
in Figure C.3. It is known that at low temperatures hydrogen adsorbed on graphite
possesses different phases, depending on temperature and loading.[134, 137, 138, 139
In order to measure in a suitable pressure range the isotherm was measured at 60 K,
i.e. much higher than the melting points of these 2-D phases.[140] At these tem-
peratures the system can be described as supercritical matter, in which the Hy-Hs
intermolecular distances become continuously smaller as the density increases.

The straight part of the isotherm can be explained by the application of Gibbs
equation stating that the concentration of the adsorbed layer is proportional to
the concentration of the gas phase, i.e the pressure. After completion of the first
monolayer the pressure will rise rapidly, explaining the kink at 163 ml g=! in the
isotherm. The adsorption potential of this second layer is much less than of the first
adsorbed molecules. From the amount of adsorption at the completion of the first
layer we can calculate the surface area as follows: 163 ml (STP) or 190 ml g~' has
been adsorbed, this is 8.5 mmol Hy g=! or 5.1 x 10?* molecules Hy g=!. Using the
surface area per hydrogen molecule calculated from a two dimensional close packed
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Figure C.2: The fit (solid line) of the spectra (symbols) with spectral contributions as described
in the text drawn separately (gray line). Gaussian lineshapes were used for the J =0 to J =1
rotational transition of hydrogen adsorbed on several surface sites in the nanostructured SWNT
matrix. Lines I and IT result from one adsorption site and are therefore taken together (including
the background). Lines III and IV are drawn separately in gray. Parameters can be found in Table
C.1.

layer of hydrogen molecules with a nearest neighbor distance of 3.51 A [134, 137] i.e.
0.107 nm?, we find the surface area: 550 m?g~!. This is 45% higher than the surface
area of 380 m?g~! found by Eswaramoorthy et al.[61] Our value may be higher due
to sample differences and because the hydrogen molecule is smaller than nitrogen
that is used in the BET analysis. Hy may occupy some of the smaller voids in the
structure thus probing an effectively larger surface area.

Nanotubes are arranged in bundles. Grooves between the tubes in the bundles
may form a site which is favorable for hydrogen adsorption: because the hydrogen
molecule can touch two surfaces,[38, 55, 40, 57| the adsorption potential is known
to be about twice that of hydrogen on planar graphite. During the neutron mea-
surements at 15 K there is sufficiently low mobility of the hydrogen molecules to
spend more time in such a groove because this is energetically favorable,[57] i.e.
such groove forms preferential sites. In literature there has been a long discussion
about the nature of the adsorption sites for gases in nanotube samples. Some au-
thors suggested interstitial or intertubular sites. However as we indicated earlier,[39]
adsorption of hydrogen is not possible in interstitial sites when all tubes have compa-
rable diameters, because the intertubular voids are much to small (2.1 A diameter)
for the large hydrogen molecules (2.9 A diameter). Lately Johnson et al. proposed
the model of a bundle of nanotubes with different diameters.[62] Then statistically
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Figure C.3: The pressure-composition isotherm for 0.85 g of single walled carbon nanotubes
measured at a temperature of 60 K. The line drawn in the figure is the Langmuir isotherm which fits
the first part of the measured isotherm. The function is represented by V = VL, kP/(1+ kP) where
the maximum amount of adsorption in the preferential site V;, = 80 ml STP and k = 0.057 mbar—*
is a kinetic parameter. The straight section between ~ 50 and 160 ml shows that the density
of the adsorbed layer increases continuously as a result of adsorption on the carbon surface at
temperatures far above the critical temperature. Above =~ 160 ml adsorption requires higher
pressures because the first hydrogen monolayer becomes saturated and further layers have lower
adsorption potentials. Bold tick marks on the vertical axis indicate the loadings that were used
for the neutron measurements.

some misfits may occur which provide voids large enough for hydrogen to adsorb in.
In any case the total amount of accessible surface is given by what comes out of the
measurement of the adsorption: 550 m2g~!.

The analysis of the spectra as given in Table C.1 results in the following obser-
vations. There appears indeed to be a site that is occupied preferentially at low
temperature. However, this site is saturated rapidly and contributes only to a frac-
tion of the total adsorption at higher Hy loading. This compares well with limited
numbers of sites in the grooves as described above. For higher loading the rest
of the surface area of the bundles becomes progressively occupied. Having smaller
adsorption energy this apparently also results in a lower distortion of the spectrum
contribution III. The change of the shape of peak III upon increasing occupation
may be related to the changes in the proximity of neighboring Hy molecules. These
molecules are initially relatively far from each other, hardly feeling each other, giv-
ing a narrow peak (degenerate J = 1 level). The layer which we observe in the
third spectrum with a loading of 157 ml STP, is an almost fully packed surface
layer. Then apparently slight (distributions of) hindering of the rotational modes
of the hydrogen molecules results, making the peak broader than the experimental
resolution.

For the highest loading a fourth spectral contribution occurs that we attribute
to the formation of additional layers of Hy on top of the first monolayer. The vapor
pressure at the temperature of the measurement was still too low to form solid
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hydrogen in the sample. The signal from these layers is almost the same as from
free hydrogen because the adsorption potential is (almost) as low as that in solid
hydrogen: the signal is located close to 14.7 meV. The linewidth of this contribution
equals the instrumental resolution. Such layers have been observed previously in
vycor cavities.[141]

Using a combination of techniques we are able to unravel that hydrogen first
adsorbs on a preferential site, most likely the grooves. Subsequently, it occupies
the surface of the tubes, where it has very high mobility. The density of hydrogen
molecules on the surface of the nanotubes is proportional to the gas pressure up to
completion of the first layer. Finally, a second layer is formed as the pressure is
increased, even when the adsorption temperature is far above the critical tempera-
ture. The findings presented here show that adsorption on convex surfaces such as
present in nanotubes is similar, but not equivalent to adsorption on planar surfaces.

Experimental Section

SWNT were obtained from Carbon Nanotechnologies Inc. The nanotubes were produced by the
HiPCo process in which Fe(CO)s; decomposes in a CO atmosphere.[133] Our sample contains less
than 5 at% of leftover iron catalyst. The sample was characterized by X-ray diffraction, which
showed no sharp peaks, indicating that no crystalline form of graphite or iron was present. From
TEM-measurements we inferred that the nanotubes are packed with a smallest repetition distance
of about 1.25 nm, indicating that the size of the tubes is around 1.25 nm.

The inelastic spectra were recorded using TOSCA (ISIS, UK).[142] The resolution of TOSCA
at the region of interest (i.e. an energy transfer of 2B=14.7 meV) is 0.3 meV. An aluminium
sample cell was loaded with 0.85 g of SWNT. The sample was evacuated at 353 K to pressures of
10~ Pa for 20 hours to remove water and other adsorbed molecules. The cell was cooled down to
77 K and hydrogen was loaded to a known amount. Spectra were recorded at loadings of 0, 56,
85, 157 and 267 ml Hy STP, and at 15 K to avoid unwanted broadening of the spectra by thermal
diffusion. The whole series of measurements including a background run took 14 hours. The data
is normalized to incident monitor counts, so that the area under a peak is a direct measure of the
amount of hydrogen present in the sample cell. The signals from forward and backward detectors
were added.

The sample cell and cryogenic equipment we used for the neutron measurements, was also
used to measure the pressure-hydrogen content isotherm. The gas-handling system had a known
volume at room temperature. Thin capillaries connected the room temperature volume with the
sample cell operated at 60 K. This temperature was used in order to have sufficient accuracy for
the pressure measurements and because it is near our reference temperature used before.[39] The
isotherm was measured by adding small amounts of hydrogen gas and recording the equilibrium
pressures.
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Appendix D

The Vibrational Spectrum of
Magnesium Hydride from Inelastic
Neutron Scattering and Density
Functional Theory

H.G. Schimmel, M. R. Johnson, G.J. Kearley, A.J. Ramirez-Cuesta, J. Huot and F.
M. Mulder, Materials Science and Engineering B-Solid State Materials for Advanced
Technology, 108, 38-41 (2004).

Abstract

Light-weight magnesium metal can reversibly store up to 7 wt.% hydrogen and is therefore inter-
esting for application as hydrogen storage material. Neutron vibrational spectroscopy has been
used to study the interactions of hydrogen atoms with it surroundings. The neutron spectra are
compared directly with Density Functional Theory calculations providing detailed insight in struc-
ture and dynamics. Dispersion of the vibrational modes has to be taken into account in order to
reproduce the data. This study on bulk magnesium hydride will provide a bench mark for similar
studies on nanostructured magnesium alloys: these are more promising as hydrogen storage mate-
rials because of their significantly faster hydrogen sorption processes. Because of its sensitivity and
the compatibility to calculations, the vibrational spectra of these nanostructured compounds can
be used as a probe for the local structure and the influence of the nanostructure on the potential
landscape experienced by the hydrogen. Parameters can be extracted for MD and Monte Carlo

calculations of slower diffusion processes.

D.1 Introduction

The use of hydrogen as an energy carrier is hindered by several technical problems.
Hydrogen is a very light and volatile gas, so that high pressures (several hundred
atmospheres) or very low temperatures (hydrogen condenses at 20 K and 1 bar) are
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needed to store an amount sufficient for mobile applications. Since several decades
scientists are looking for materials which can reversibly store hydrogen. Currently
intensive research is on light-weight magnesium alloys.[8] The hydride MgH, stores
hydrogen up to approximately 7 wt%. However, its use at the present time is limited
due to slow kinetics of the hydriding and dehydriding reaction, even at elevated
temperatures.

To enhance the hydrogen sorption properties it is tried to reduce particle size,
or alloy magnesium with other elements, or add catalysts.[76] Structural character-
ization methods such as X-ray diffraction are lacking sensitivity for the defect-type
changes in the structure of the magnesium caused by the particle size reduction
treatments. Neutron vibrational spectroscopy, on the other hand, can distinguish
materials having different treatment histories. By applying neutron vibrational spec-
troscopy and comparing the results with computer calculations a structural model
can be found that reproduces the vibrational data.[143] In order to apply these
methods to MgH, and its nanostructured varieties a first step is to understand the
bulk vibrational spectra. This first step is presented here. The calculations can
tell which peaks are to be assigned to which vibrational modes in the data. It
may be noted that vibrational spectra obtained with neutrons are significantly more
straightforward to simulate than light-scattering spectra such as obtained with Ra-
man and Infrared spectroscopy. The reason is that the neutron spectra represent
the motions of the nuclei, not of the electrons, and the interaction between nucleus
and neutron is known exactly. This makes that the intensities of the spectra at all
relevant frequencies can be calculated much more directly. Additionally, the sensi-
tivity is highest for the important element hydrogen. Modern calculation methods
using Density Functional Theory are able to predict the experimental spectra with
sufficient accuracy.[144] In this paper we present experimental work on commercial
magnesium hydride powder as well as a simulated spectrum calculated using Density
Functional Theory. It is shown that it is possible to achieve a satisfying agreement
between measurement and calculation if we take into account dispersion.

D.2 Experiment

The neutron scattering spectrometer TOSCA we used is located at the pulsed neu-
tron spallation source ISIS in the United Kingdom!. This spectrometer uses an
‘inverted geometry’ and is at present the fastest machine of its kind in the world.
Incident on the sample is the pulsed beam of thermal neutrons which have been ther-
malised in water near the spallation source. Those neutrons which are scattered over
an angle of 135 degrees (backward scattering) or 45 degrees (forward scattering) and
which have a final energy of 3.5 meV are counted. By means of the time-of-flight of
the neutrons their incident velocity can be calculated from which their energy trans-

fer is derived. The sample is mounted in an air-tight aluminum sample container

See http://www.isis.rl.ac.uk /molecularspectroscopy /tosca/ for a description of the instrument.
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Figure D.1: Vibrational spectrum of MgH, obtained with neutron spectroscopy (top line),
together with a I'-point calculation with Density Functional Theory (middle line) and the Raman
spectrum of the same compound (bottom line).

in a glove box. To obtain an accurate spectrum in a reasonable time, 0.30 gram of
magnesium hydride was loaded in the sample container. The measured spectrum
from the commercially obtained bulk magnesium hydride is shown as the top line
in figures D.1 and D.2.

The broad wings in the spectrum are typical for a solid-state, dispersed phonon
spectrum. An exception is the extremely narrow peak near 75 meV. The width of
this peak is comparable to the width of the resolution function of TOSCA at this
energy transfer. Normally such sharp peaks only arise in the case of a molecular
crystal where certain internal modes of one molecule are not coupled to those of a
neighboring molecule.

In light scattering the momentum transfer at energy transfers in the region 0 to
500 meV is always small compared to relevant momentum transfers in the sample.
The reason is that the wavelength of light is approximately 1000 times larger than
typical atomic distances. For instance Raman spectroscopy measures at a momen-
tum transfer close to zero, the point of the Brioullin zone which is easy to calculate.
The Raman spectra do not show the dispersion therefore. The measured Raman
spectrum has a huge background due to fluorescence. This background has partly
been subtracted so that the spectrum fits in figure D.1 (bottom line).

D.2.1 Density-functional theory and phonon calculations

With a calculation method which produces the energy of the total system for a given
arrangement of the atoms and the Hellmann-Feynmann forces from the electronic
wavefunction, it is possible to calculate the frequency spectrum. One starts with
an optimised structure so that the atoms are in their minimum energy position for
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Figure D.2: Vibrational spectrum of MgH, obtained by neutron spectroscopy (top line) and
simulation using a phonon calculation with force constants from Density Functional Theory (bot-
tom line).

the calculation, with residual forces close to zero. Then each of the atoms in the
asymmetric unit cell is displaced over a small distance along each of the Cartesian
directions and the electronic structure is calculated for each displaced configuration
giving the Hellmann-Feynmann forces on all atoms. Each configuration therefore
gives one row of the matrix of force constants, the remaining rows being derived
from the space group symmetry. Introducing the atomic masses in the force con-
stant matrix gives the dynamical matrix, from which the normal mode frequencies
and eigenvectors are obtained by diagonalisation. The INS spectrum is completely
determined by this information, the atomic scattering cross-sections and the scat-
tering vector Q.

The neutron scattering spectrum as calculated using DFT with Dmol® (gamma
point only, no dispersion) is shown in figure D.1 as the line in the middle. This
calculation used periodic boundary conditions on the unit cell. It clearly does not
reproduce the neutron spectrum we measure. Note that the peaks calculated at 40
and 120 meV have analogues in the Raman spectrum. The Hirshfeld partitioning of
the calculated electron density gives a charge of -0.16 e on the hydrogen atoms and
+0.32 e on the magnesium atoms. This shows that the bonding is partly covalent,
partly ionic.

Such a calculation with periodic boundary conditions is equivalent to a calcula-
tion at a momentum transfer of 0 A=! (the I-point). The fact that this I'-point-only
calculation does not at all reproduce the neutron spectrum shows that the interac-
tions between atoms in neighboring unit cells are not negligible. Therefore the
energy of a wave excited in the crystal by a neutron depends on its wavevector or
momentum k& (phonon dispersion). In order to take this dispersion into account, a
more detailed phonon calculation had to be done.

For the phonon calculations on magnesium hydride we chose a supercell with
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dimensions of 2ax2bx3c that is (8.5 Ax8.5 Ax9 A). This is reasonable when com-
pared to practice: a phonon calculation is converged if the force constants between
an atom at the center of the supercell and those at the cell boundaries are effectively
zero. For crystals of uncharged, organic molecules, this sphere of interaction typi-
cally has a radius of ~5 A. Since DFT methods scale in computational time with
the third power of the number of atoms, the supercell calculations are considerably
longer than single cell calculations.

All DFT calculations were performed with VAsp [101, 145] using Vanderbilt-
type ultrasoft pseudopotentials.[125] The recommended energy cutoff (396 eV) and
a k-point spacing of 0.1 A~' were used. Atomic coordinates and lattice parameters
were optimized in the single unit cell before constructing the 2 x 2 x 3 supercell
and optimizing the coordinates of the atoms once more. Using a reciprocal space
representation for the pseudopotentials and a fine integration grid, as flagged by
the ADDGRID command in VASP, very small residual forces on the atoms were
obtained. The maximum residual force was 107> eV /A and the average force was
1079 eV/A. A series of single point energy calculations, each of which give Hellmann-
Feynmann (HF) forces acting on all atoms in the supercell, were then performed on
the structures obtained by displacing, one at a time, each of the 3 inequivalent atoms
by 0.05 A in the inequivalent, positive and negative Cartesian directions. That gave
8 HF force calculations in all.

The HF forces and optimized supercell structure were then given as input to
the program PHONON [102, 146, 147], which, by implementing the direct method,
generates and diagonalises the dynamical matrix for any point in reciprocal space,
using all the symmetry of the crystal structure (MgHs has a rutile-type structure
with spacegroup P4s/mmm). Force constants were checked and found to decay
by three orders of magnitude in going from the supercell centre to the closest cell
boundary.

For the density of states (DOS), a large number of reciprocal space points were
chosen at random. The calculated external mode spectrum was then used to generate
the multiphonon contributions to the spectral profile. The calculated dynamical
structure factor S(Q,w) was obtained from the DOS for an isotropic polycrystalline
sample, for the scattering configuration of the instrument. Finally the spectrum was
convoluted with the instrumental resolution function. The spectrum that results
is shown in figure D.2 as the bottom line. The accordance of the measured and
calculated spectrum is remarkable.

D.3 Discussion and conclusions

From the results obtained here we infer that an accurate description of the measured
spectrum of magnesium hydride can be given if the force constants are evaluated
using a supercell of at least 2 x 2 x 3 unit cells. Force constants which range longer
than the size of this supercell appear to be sufficiently small to be negligible. A
mapping of the Brioullin zone in reciprocal space using the the program PHONON
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Figure D.3: The phonon dispersion curve as calculated by PHONON from force constants ob-
tained from a Density Functional Theory calculation using VASP.

then reproduces the spectrum in an accurate way. Surprisingly the sharp feature
present in the spectrum of magnesium hydride has its origin not in a local mode. It
is due to the existence of a relatively flat part of the phonon branch as can be seen
from figure D.3. Around the point A in the Brillouin zone, the phonon dispersion
curve shows a flat part. The energy of this mode is the same as the energy of the
sharp feature in the spectra. The point A in the Brillouin zone is shown in figureD.4.
The wavevector associated with this point is one which has a wavelength of twice the
unit cell in all directions. This means that the vibrations in all neighbouring unit
cells are anti-parrallel. Phonons with wavevectors close to this point have energies
very close to 75 meV so that a peak at this energy arises.

Now the spectrum is understood the vibrational spectroscopy may be applied
to other than bulk MgH, samples. For instance if one substitutes some atoms or
induces some stress in the material, phonon frequencies are expected to change
by certain amounts. It may be anticipated that a small distribution in substituent
concentration or induced stress will smear out the sharp peak, and such features may
thus provide a sensitive probe for changes in the local environment of a hydrogen
atom up to the length scale of a nanometer, which is not accessible by diffraction.

A
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R
r A
Figure D.4: The Brillouin zone of the tetragonal MgH,
r X » a°  structure. Symmetry points used by the calculation are indi-
cated.
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Because of this small length scale it is also sensitive for defects, provided that the
defect concentration is high enough. Defect concentrations may be very important
for the hydriding and dehydriding properties of metals like magnesium. At present
results on nanostructured MgH, are being analyzed and they do indeed show a large
change of the narrow peak at 75 meV, in addition to more subtle changes.

We conclude that it is possible to reproduce the spectrum of a metal hydride
system in a reliable way if one takes into account dispersion. We discussed cer-
tain features in the experimental spectrum using the calculation. This technique
is potentially very useful as a probe of the environment of the hydrogen atom in
magnesium hydride which is modified on nanometer length scales.
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Appendix E

Structural Information on Ball
Milled Magnesium Hydride from
Vibrational Spectroscopy and
Ab-Initio calculations

H.G. Schimmel, M.R. Johnson, G.J. Kearley, A.J. Ramirez-Cuesta, J. Huot and
F.M. Mulder, submitted to Journal of Alloys and Compounds

Abstract

Ball milled magnesium hydride with an average size of about 40 nm and bulk magnesium hy-
dride have been studied with vibrational spectroscopy together with density functional computer
calculations. Using this combination of techniques structural information can now be obtained
on a nanometer scale, which is especially important for nanosized samples. Such samples exhibit
very broad diffraction lines, from which limited information about the structure can be extracted.
It was found that ball milling distorts the vibrational spectra due a distribution in stresses over
the sample. Cycling of the hydrogen content results in the spectrum of unmilled samples, while
the particle size remains small and hydrogen storage characteristics continue to be better for ball
milled samples. We conclude that improved performance for hydrogen storage applications of ball
milled magnesium hydride has to be attributed to the reduction of the particle size, while defect

densities inside the particles play less of a role.

E.1 Introduction

Magnesium metal is an interesting material in connection with hydrogen storage.
The metal being light in weight is capable of storing up to 7 wt% of hydrogen. How-
ever, due to slow kinetics and thermodynamic characteristics, pure magnesium can
only be hydrided at high temperatures and high hydrogen pressures. Several ways
have been reported that speed up the hydriding and dehydriding processes. The
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addition of a catalyst to the surface of magnesium particle enhances the kinetics
(93, 94, 148]. Ball milling breaks down the magnesium hydride particles and induces
stresses and defects in the structure [96, 95]. The ball milling treatment increases
the hydriding kinetics by approximately a factor of 10. As ball milling breaks down
the particles, a higher surface area is present for hydrogen to enter the particles.
Ball milling introduces defects zones which may assist the diffusion of hydrogen to
the MgHs nucleus, and defect clusters which may lower the barrier for nucleation of
MgHs,. In order to reveal the most important factors in increasing hydrogen sorp-
tion, it is crucial to have a better understanding of the changes made by the ball
milling treatment. Diffraction experiments are not suited for this purpose, because
they rely on long range order in samples. The ball milled particles being small,
show broad lines, and little information can be extracted from the diffraction spec-
tra. Local changes and defects in the structure are only visible in the background.
Vibrations on the other hand, are governed by forces between atoms which in gen-
eral have a range less than one nanometer. By probing vibrations, together with
a structural model and a method that predicts the vibrations, we can effectively
probe the material on a nanometer scale and in this way become more sensitive to
local defects [99]. As we reported before [100], we calculated and reproduced the
vibrational spectrum of bulk MgH, (i.e. before ball milling). The present article
reports further studies on ball milled magnesium hydride samples.

Magnesium hydride crystalizes in a rutile-type structure with spacegroup P4, /mmm.
MgH, transforms in an orthogonal 7-phase (a-PbOs-type structure) at high temper-
atures and pressures [97]. In ball milled samples this phase is also present (according
to X-ray diffraction results up to an amount of 25 wt% [96]). This phase is meta-
stable in the ball milled samples and is removed when the hydrogen content of the
sample is cycled or when a sample is heated to 570 K [96, 97].

E.2 Experimental Section

Bulk magnesium hydride (95 wt% MgH, and 5 wt% Mg) has been bought from
Th. Goldschmidt AG. The hydride was mechanically milled under argon by using
a Spex 8000 ball mill. A hardened steel crucible and three steel balls of 12.7 mm
in diameter were used for milling. The ball to powder weight ratio was 10:1. All
handlings were performed in a glove box under argon. X-ray diffraction was carried
out using a Siemens D-5000 X-ray diffractometer with Cu K-« radiation. Hydrogen
was removed from one ball milled sample by heating to 473 K under vacuum. When
all hydrogen was removed from the hot cell, new hydrogen gas was introduced at a
pressure of 5 bar, so that MgH, was formed again. Three samples of approximately
0.3 g were used in the experiments: a bulk sample, a ball milled and a ball milled
rehydrided sample.
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E.2.1 Vibrational Spectroscopy

Vibrational spectroscopy is an ideal tool for studying materials with a nanostructure.
For nanostructured materials, diffraction experiments cannot distinguish between
the size of the particles in the sample and a distribution in unit cell parameters.
Vibrational spectroscopy is sensitive for the immediate environment of atoms. The
vibrational frequencies and intensities are the result of forces between atoms which
generally have a range shorter than 1 nanometer. Using neutrons in a sample with
a high hydrogen content as MgH, means that we only observe the vibrations of
the hydrogen atoms (the cross sections of Mg and H differ more than a factor 20).
Neutrons are especially suited for vibrational analysis because they measure motions
of nuclei, not of the electrons. The motions of nuclei are relatively easy to simulate
using ab-initio calculations and the interaction between neutrons and nuclei is well
known.

The inelastic neutron scattering spectrometer TOSCA is an instrument at the
pulsed neutron spallation source at ISIS, United Kingdom. The instrument uses an
inverted geometry, in which scattered neutrons with a final energy of about 3.5 meV
are analyzed. Initial energies are calculated from the time-of-flights. TOSCA has
an energy transfer range between 4 and 500 meV.

E.2.2 Calculations

Vibrations in adjacent unit cells of MgH, are coupled so that we actually measure
a phonon spectrum. An accurate description of the measured spectrum requires a
calculation of all phonons that exist in the Brillouin zone. The forces need to be
mapped for all atoms within its range, about a nanometer. Therefore we chose a su-
percell with dimensions of 2ax2bx3c (that is optimized dimensions 9 Ax9 Ax9 A)
for the force calculations of MgHs. All DE'T calculations were performed with VAsp
[101, 145] using Vanderbilt-type ultrasoft pseudopotentials [125]. A series of single
point energy calculations, each of which give Hellmann-Feynmann (HF) forces act-
ing on all atoms in the supercell, were then performed on the structures obtained by
displacing, one at a time, each of the 3 inequivalent atoms by 0.05 A in the inequiv-
alent, positive and negative Cartesian directions. That gave 8 HF force calculations
in all. More details of this procedure are given elsewhere [100].

The optimized supercell and HF forces were then given as input to the program
PHONON [102, 146, 147], which, by implementing the direct method, generates and
diagonalizes the dynamical matrix for any point in reciprocal space, using all the
symmetry of the crystal structure. Force constants were checked and found to decay
by three orders of magnitude in going from the supercell centre to the closest cell
boundary. For the density of states (DOS), a large number of reciprocal space points
were chosen at random. By repeatedly convoluting this one-phonon spectrum with
itself, the multi-phonon (upto 5) was obtained. The dynamical structure factor
S(Q,w) was calculated for an isotropic polycrystalline sample, for the scattering
configuration of the instrument. Finally the spectrum was convoluted with the
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Figure E.1: Vibrational spectra (from top to bottom) of bulk MgH,, ball milled MgH, and for
MgH, that was ball milled and rehydrided. The calculations for §- and v-MgHs are also shown.

instrumental resolution function.
Essentially the same procedure was used to simulate the vibrational spectrum

of the v-phase of MgH,. We used a supercell with dimensions of 2ax2bx2c (giving
9 Ax11 Ax10 A)

E.3 Results and Discussion

The spectra that we measured for bulk MgH,, ball milled MgH, and for MgH, that
was ball milled and rehydrided is shown in figure E.1 together with the calculations
for respectively the § and v phase. The sharp features in the spectrum result from
parts of the phonon dispersion curves which are relatively flat so that they make
up a peak or a sharp feature when summed up to form the experimental spectrum.
These flat parts of the phonon dispersion curves can be found near the edges of the
Brillouin zone as is clear from figure E.2a together with the picture of the Brillouin
zone of MgH, in figure E.2b.

The sharp peak in the spectrum disappears almost completely during the ball
milling treatment. The whole spectrum seems to have rounder features. Take for
example the shoulders around 60 meV and 120 meV. The edge is much sharper for
both the bulk and the ball milled rehydrided sample, whereas it is rounded off in
the spectrum of the ball milled sample. It is expected that small changes in unit
cell parameters due to the ball milling treatment shift the positions of these features
in the spectrum. A relatively small distribution in stresses can thereby cause the
observed rounding of the spectrum.
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Figure E.2: The phonon dispersion curve as calculated by PHONON from force constants ob-
tained from a Density Functional Theory calculation using VASP (a) and the Brillouin zone of the
tetragonal MgHy structure (b). Symmetry points used by the calculation are indicated.

In order to check the assumption that a distribution of stresses rounds the vi-
brational spectrum, we calculated the spectrum for magnesium hydride under an
isotropic pressure of 10 kbar and for contractions of 2% of the a and ¢ axes. Clear
shifts of the features occur in these calculations. For the +-phase we simulated a
2% contraction of all axes. A ’fit’ of the experimental ball milled spectrum was
constructed by taking the average of the different calculations for both the MgH, 3-
and v-phases. Figure E.3 shows the measurement on the ball milled sample and a fit
made from 25% of the averaged calculation for the v phase plus 75% of the averaged
[ phase calculations together with an exponential background (the approximate
phase fractions are taken from ref [96]).

The low-energy part of the spectra (i.e. between 20 and 50 meV) are shown in
figure E.4. In this part the spectrum from the ball milled sample shows much more
structure than the bulk and annealed samples. A comparison with the calculations
shows that this part resembles more the v-phase calculation than the §-phase cal-
culation. The phase fraction of v-MgH, might be as high as 50%, as judged from
the low-energy region. A possible explanation may be that the y-phase is so much
distorted that in the high energy part (fitted in figure E.3) only a huge background
is found. The calculations show that the low energy part is less effected by these
stresses, so that the low energy part is a better source for the determination of the
phase fractions. We conclude that the amount of -phase MgHs is much higher than
25%, likely as high as 50%. In the diffraction experiments [96] the excess amount
of v-MgH, apparently is invisible due to a very small particle size and possibly also
strain effects, making the diffraction peaks too broad to be distinguishable from the
background.

The extraction of hydrogen from the ball milled MgHs, followed by a successive
reloading gives a sample which has a vibrational spectrum equivalent to that of the
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Figure E.3: The vibrational spectrum of ball milled magnesium hydride (top) with ’fit’ (bot-
tom). For both phase (5 and «) calculations have been performed on deformed structures. These
calculations are averaged and used in the fit shown which consists of 75% of the calculated and aver-
aged spectrum of -MgHs plus 25% of 4-MgHs plus the background function 2.2—1.7 exp(—0.01F).
However, as becomes clear from figure E.4, the actual fraction of the v phase is much higher than
25% and a large portion of the background has to be attributed to v particles.

bulk, unmilled powder (see third spectrum from above if figure E.1). The cycling
of the hydrogen content thus reduces the stresses resulting from the ball milling
treatment, removes the y-phase and anneals defects because the whole of the sample
undergoes a phase transition during the cycling of hydrogen. It is known that the
kinetics of a ball milled sample remain fast after the sample has been cycled a few
times [96]. This indicates that the improvements in the ball milled samples should
be sought in the reduction of the particle size, rather than in side effects of the ball
milling (i.e. defects and the presence of the high pressure y-phase).

3 T | T T
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Figure E.4: The vibrational spectrum of ball milled magnesium hydride (top line with crosses)
with calculated spectra for v MgH2 (bottom solid line) and S MgHsy (bottom dotted line). The
calculated spectra are enlarged by a factor 10 with respect to the scale used in figure E.3. The
ratio between 3 and v-phase in the ball milled sample samples might be as high as 50%.
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E.4 Conclusions

Ball milled and bulk magnesium hydride has been studied with vibrational spec-
troscopy. Using Density Functional computer calculations, it is now possible to
reproduce the spectrum of bulk MgHs accurately. The spectrum which results af-
ter ball milling shows a distribution in stresses over the sample. Calculations where
stresses were induced have been performed showing that key features in the spectrum
are sensitive to a distribution of stresses in the sample. It was found that the high
energy part of the vibrational spectrum is rather sensitive to stresses induced by for
instance ball milling. Certain phases whose spectra exhibit large stress-dependence
might be invisible in the high energy part (i.e. above 50 meV) of the inelastic spec-
trum. However, vibrational spectroscopy together with density functional frequency
calculations provide answers to questions relating to structure not available with
diffraction methods. Especially in the field of nanoscale-science, vibrational spec-
troscopy reveals information which is difficult or impossible to extract from broad
diffraction lines. Cycling of the hydrogen content of the sample returns the vibra-
tional spectrum of bulk magnesium hydride, while the particle size remains small.
This shows that cycling of the hydrogen content anneals the structure. We conclude
that the enhanced hydrogen sorption and desorption kinetics are mainly due to the
reduction of the particle size and not due to stresses and defects. We predict that
the same improvement will be found in nanosized magnesium samples prepared by
other means.
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Appendix F

Hydrogen in magnesium metal
(alpha phase) observed using
neutron diffraction and
simulations

H.G. Schimmel, G.J. Kearley, J. Huot and F.M. Mulder, submitted to Journal of
Alloys and Compounds

Abstract

Hydrogen diffusion through magnesium metal is one of the rate determining steps for sorption
kinetics of magnesium. From known Gibbs free energies for the magnesium-hydrogen system we
have calculated the concentration z of hydrogen in MgH,, in equilibrium with MgHy: = = 1.13-1073
at 673 K, which has been verified by experiments. From an ab-initio dynamical simulation we
obtained the position of hydrogen in magnesium metal (mostly in tetrahedral sites), the Debye-
Waller factors (0.06 A? for tetrahedral sites and 0.08 A2 for octahedral sites) and the diffusion
constant D = 6.6 - 1072 m?/s at 673 K.

F.1 Introduction

Hydrogen storage in light metals and alloys is interesting for mobile applications of
hydrogen as an energy carrier. Until now the ideal metal alloy has not been found|8,
149]. The search for new materials or new treatments for existing compounds is
being undertaken by many scientists. Because of their low density, Mg and MgyNi
currently draw interest. However, the application of magnesium metal as a hydrogen
storage compound is hampered by the slow dynamics at moderate temperatures
so that operation temperatures above 350 degrees Celsius are necessary for bulk
materials. Magnesium may be loaded with hydrogen to form MgHs, which possesses
a reversible storage capacity by weight of about 7%. It has been shown that a ball
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milling treatment increases the dynamics of hydrogen sorption by magnesium by
about a factor of 10, and a further increase may be achieved by the addition of
catalysts such as V and Nb[76] or metal oxides[93]. Measurements on ball milled
MgH,+5 at% V indicate that the nucleation and grow process is important for this
material, but long range diffusion plays also a role, especially when the driving
force is small[91]. After the splitting of hydrogen molecules in atoms, hydrogen
atoms have to diffuse through magnesium metal to a magnesium hydride nucleus
(the transport properties of MgHy are generally expected to be very poor). This
paper focusses on the diffusion of hydrogen through Mg metal. New results on
the location and dynamics of hydrogen in the magnesium metal (« phase) will
be reported, based on ab-initio simulations and supported by experiment. First we
calculate the amount of hydrogen in magnesium alpha using thermodynamical data.
This amount of hydrogen is also found present our diffraction spectrum. From the
ab-initio calculations we derive the positions of hydrogen, its Debye-Waller factor
and the microscopic diffusion constants, which are in accordance with experiment.

F.2 Experimental

Magnesium metal powder was obtained from AlfaAesar and magnesium hydride
(99%, remainder magnesium) powder was obtained from Aldrich chemicals.

F.2.1 Neutron scattering

The concentration of hydrogen in the metal magnesium phase could be determined
from the diffraction peak which was measured on the neutron scattering spectrome-
ter OSIRIS (ISIS spallation source, UK). We used cylindrical stainless steel contain-
ers with inner diameter of 26 mm and a wall thickness of 0.8 mm. The container was
filled with as-bought magnesium metal powder. The background runs were taken
first, after which the cans were opened and magnesium hydride powder was added.
By putting MgH, on top we made sure that the equilibrium pressure of MgH, at
the measurement temperature was present in our sample. In this way the amount of
hydrogen present in a-Mg resembles the amount present during hydride formation,
without actually forming magnesium hydride (8-MgHs). These containers were used
up to a temperature of 673 K. We note that after cooling down a pressure may re-
main in such containers because equilibrium is not always preserved during cooling.
The beam was not illuminating the MgHs at the top of the sample. Since the same
metal powder and container with and without a hydrogen atmosphere was put into
the beam, we were able to find the scattering exclusively due to hydrogen by sub-
traction. The diffraction spectrum shows a magnesium metal diffraction peak at a
d-spacing of 2.81 A.



Hydrogen in magnesium metal (o phase). 107

[N
1

o
®
1

o
IS
1

H concentration (eq. pressure) [10‘3]

o
S}

T T T T
500 550 600 650
Temperature [K]

Figure F.1: The concentration of hydrogen in the a-phase of magnesium as a function of
temperature in equilibrium with Hy gas and MgHs at the same temperature.

F.2.2 Density functional calculations

Ab-initio computer calculations were performed on a PC-cluster using density func-
tional theory as implemented in the VASP code.[101] A supercell of 3*3*2 unit cells
(space group 194, a=3.250 A, ¢=5.276 A), with one hydrogen atom per supercell
was used. One k-point, an energy cutoff of 200 eV and LDA PAW-potentials were
applied.[127] The energy difference between two typical confirmations was off by
10% with respect to a high precision calculation using a 4*4*4 k-point-grid and a
cutoff of 250 eV. The Methfessel-Paxton method with a SIGMA of 0.6 was used to
model the occupation of bands around the Fermi level. With a timestep of 1 fs, a
molecular dynamics simulation was run of 20 ps.

F.3 Results and discussion

A precise thermodynamic modelling of the magnesium hydrogen system was per-
formed by Zeng at al.[104] They calculated the Gibbs free energies for all phases of
the Mg-H system as a function of temperature and gas pressure. The Mg-a phase
is described with a sublattice model (Mg);(H,Va)os. When there is equilibrium
between the metal a-Mg phase and Mg+H,, the Gibbs free energies per mole of
MgH, and Mg+H, are equal. Inserting the dependence of the equilibrium pressure
of MgH, on temperature (which can be found in the same way), we can evaluate
the concentration x of hydrogen in MgH, in equilibrium with Hy gas and MgH,. A
graph is shown in figure F.1. We calculate x = 1.13- 1073 at 673 K. The calculated
points can be approximated by x = 20 exp(—54800/RT).

The diffraction spectrum is shown in figure F.2 for pure magnesium and for
magnesium in a hydrogen atmosphere. Two observations can be made: 1) the
background is increased for the hydrogen containing sample and 2) the peak area
is lower. From the area of the peak compared to the difference in background
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Figure F.2: The first diffraction peak which was recorded on OSIRIS during the quasi-elastic
measurements at 673 K. The line with the highest base is from magnesium metal under an equi-
librium pressure of MgHs at 673 K (17.6 bar). The line with a lower base is from pure magnesium
at 673 K without a hydrogen atmosphere. The difference (bottom line) shows that the incoherent
background increases, the line area decreases and the line position shifts to higher d-spacing. From
this figure a hydrogen concentration x in MgH, of 1.2 - 1073 was calculated.

scattering (which we attribute entirely to extra incoherent scattering by hydrogen),
the crystal structure of magnesium metal and the neutron scattering cross-sections
of hydrogen and magnesium, we calculate z = (1.2 £ 0.2) - 1072, which agrees with
the thermodynamic considerations above.

As for the dynamic part it is known that the diffusion coefficients of hydrogen in
magnesium at 673 K may be as high as 2:107% m? /s (D = 1.54-107% exp(—24100/ RT)[105])
or 3-107 m?/s (D = 3.8-107% exp(—40000/RT)[92]). Our ab-initio computer calcu-
lations show that hydrogen diffuses through the metal by jumps between octahedral
and/or tetrahedral sites. During the 20 ps of the simulation, the hydrogen atom
spent roughly 5 ps on octahedral and intermediate positions and 15 ps on tetrahe-
dral positions. Figure F.3 shows the path of the hydrogen atom in space during the
simulation viewed along the crystallographic a-axis. The figure shows clearly that
the hydrogen atom moves on a sub-picosecond time-scale between the two adjacent
tetrahedral sites (Wyckoff site 4f) which are separated by 1.3 A in the z-direction
(i.e. along the c-axis). Jumps from the set of tetrahedral sites towards neighboring
octahedral sites (Wyckoff site 2a) at a distance of 2.0 A occur as well. Furthermore
direct jumps in the direction of the c-axis between two octahedral sites, which are
2.6 A apart, are observed. From the animation of the motions, it becomes clear
that once the hydrogen atom escapes from a site, it may travel over quite a distance
before it settles down in a new site (i.e. the jumps may be correlated).

The Debye-Waller factor U = ((u, — (u))?), where u, is the inner product of
the displacement u and the momentum transfer vector ¢, of magnesium is 0.05 A2,
which agrees with the value of 0.047 A2 from recent experiments.[150] The mean
square displacement of the hydrogen atom during the time that it stays in a certain
site are about 0.06 A? for the tetrahedral sites and 0.08 A? for the octahedral sites.
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Figure F.3: During the 20 ps ab-initio molecular simulation, the hydrogen atom followed this
trajectory through the magnesium lattice, shown in a (cartesian) projection along the a-axis (i.e.
along x). Hydrogen exchanges on a sub-picosecond timescale between the two tetrahedral sites
which are separated by 1.3 A. Jumps between octahedral (2a) and tetrahedral (4f) sites occur on
average every 2 ps. Some jumps over larger distances occur. The line is drawn between positions
which are separated by 10 fs simulation time.

When only one trajectory is available, an estimate for the diffusion coefficient D
is
7:»2

2dt
using the distance from the starting point r, simulation time ¢ and the dimensionality
of the system d (d = 3). We find a diffusion constant of D = 6.6 - 107 m?/s in
agreement with the values quoted earlier.

Fick’s first law states J = —D de/dx, connecting the flux J, the diffusion con-
stant D and the concentration gradient dc/dz. According to this law, it takes
approximately 1.2 s to transport the amount of hydrogen in 1 um?® MgH, via a
magnesium metal cube of 1 pym?. The diffusion constant evaluated here and a con-
centration difference of 2.5 - 107* was used (which means that about 1.5 times the
equilibrium pressure has been applied). Under these conditions the diffusion is very
fast, and other factors such as the dissociation and nucleation processes are rate
limiting. The hydrogen flux is determined by the diffusion coefficient and the con-
centration gradient. When the pressure is kept constant, the concentration shows a
weak dependence on temperature as the ratio between the applied and equilibrium
pressures increases. The temperature dependence of the diffusion constant basically
determines the flux of hydrogen atoms through magnesium at different tempera-
tures and constant pressure. The diffusion path area may be much smaller than the
particle size if hydrogen enters the particle via a small number of gateways: places
where a catalyst particles is present on the surface. We note that for desorption
the situation is different as the vacuum is a lower limit. For desorption we estimate
a flux which scales as exp(—(87 & 8) - 10®/RT'), meaning that it halves every 30 K
around 650 K.

(F.1)
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F.4 Conclusion

In this manuscript we show that the concentration of hydrogen in magnesium is
about 0.1 percent for magnesium in equilibrium with hydrogen gas and magnesium
hydride around 673 K. From ab-initio computer simulations we calculate a diffusion
constant in agreement with previously published values. For large particles at low
temperatures the diffusion of hydrogen through the metal might be rate-limiting
when small catalyst particles on the surface limit the cross section of the diffusion
channels.
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Appendix G

In-situ neutron diffraction during
hydrogen cycling of
niobium-catalyzed magnesium
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G.1 Introduction

A conditio sine qua non for the development of sustainable technologies for the hy-
drogen economy is the availability of an economical, safe and practical hydrogen
storage mechanism. Since hydrogen gas can be used as a clean fuel both in con-
ventional combustion engines and in fuel cells, it has a large potential as an energy
carrier. Hydrogen is a very light and volatile gas, which forces the use of low tem-
peratures, high pressures, a sorption material or a combination of these to store a
practical amount of hydrogen (6 wt% in the year 2010 according to the demand of
the department of energy of the USA). Hydrogen storage in magnesium metal is
interesting from a practical viewpoint as it stores approximately 7 wt% of hydrogen
reproducible and reversible. On hydriding magnesium forms magnesium hydride,
MgH,, which is an insulating and transparent solid. Its use is at present hampered
by the high absorption enthalpy and the slow kinetics, which makes it practical only
at temperatures above 300 degrees Celsius. By means of a ball milling treatment
the particle size can be reduced, which speeds the sorption properties by a factor 10.
The addition of a catalyst like V or Nb is known to increase the kinetics by another
order of magnitude [95, 96, 76].

G.1.1 Kinetic factors for magnesium hydriding

Magnesium metal transforms into magnesium hydride in a gas-solid transition. The
driving force for this process scales with the square root of the difference between the
equilibrium pressure of magnesium hydride and the pressure that is actually applied.
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The hydriding process involves several steps: 1) gas permeation through the particle
bed, 2) surface adsorption, 3) hydrogen dissociation, 4) migration of hydrogen atoms
from the surface into the bulk, 5) diffusion through the bulk metal and finally 6)
nucleation and growth of the hydride phase. Each of these steps might be rate-
limiting. The ball milling method speeds the kinetics up and decreases the particle
size, which increases the specific surface area, decreases through-particle diffusion
path lengths and introduces a high density of defects and distortions. Previously,
we have shown that the defects and distortions in the magnesium hydride structure
play no decisive role in the increase of the sorption speed as they are annealed when
the hydrogen content is cycled, while the kinetics remain fast [100, 103].

The main contributions to the increase in speed are therefore sought in the
increase of the specific surface area, the decrease of diffusion path lengths, and
factors concerning nucleation and growth. Nb and V catalysts are known for their
catalytic activity in the third step (hydrogen activation and bond cleavage) in the
absorption process. Mg does not form alloys or intermetallic compounds with Nb or
V [151]. Thus when preparing Nb catalyzed Mg samples, one does not expect to mix
Mg and Nb. Detailed information on the processes during the hydriding reactions
in catalyzed magnesium is needed for a further optimization of magnesium as a
hydrogen storage material. Besides that, more knowledge of the limitations of the
hydriding reaction kinetics is important for all hydrogen storage compounds where
gas-solid reactions play a role. In previous work the Nb phase has been observed
using X-ray diffraction [94, 110] and a solid solution gateway phase of niobium
was found. We performed a time-dependent, in situ neutron diffraction study on
the hydriding and dehydriding properties of ball milled and catalyzed MgNbg g5Hs.
In contrast to the X-ray experiments, the use of neutrons enabled us to locate
hydrogen in the structures and refine hydrogen site occupancies. We will show that
this improves the understanding of the Mg-Nb-H system.

G.1.2 The MgNbj(;—H system

Since it is known that Mg and Nb do not alloy, thermodynamically we have two
parallel systems: the Mg-H system and the Nb-H system. Gibb’s phase rule states
that only one parameter determines the state of a system when three phases play a
role, in the first case magnesium metal, magnesium hydride and hydrogen gas. The
Mg-H system has therefore a characteristic equilibrium pressure at each temperature.
We note that the magnesium metal phase contains hydrogen in very limited amounts
(a composition of about MgH 01 is typical around 400 degrees Celsius [107]).
In general such a hydrogen-saturated metal phase is denoted the a-phase and the
hydride phase is called the -phase.

At room temperature niobium metal possesses an a-phase which contains hydro-
gen up to a concentration of NbHg 5. It is a metallic hydride which possesses the
typical @ —a’ transition such as present in other metallic hydrides like palladium. In
analogy to a gas-to-liquid transition a critical point is present at 171 degrees Celsius
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[152]. Under our experimental conditions the niobium particles are above their crit-
ical point and the a-phase may contain hydrogen up to the composition NbH,, with
0 < z < 1, depending on the pressure. The Nb-H system has two phases and this
means that the hydrogen content of the Nb o phase adjusts itself to the hydrogen
pressure, which is dictated by the equilibrium pressures of the Mg-H system.

Experimental section Magnesium hydride powder and niobium metal powder has
been ball-milled by a Spex 8000 ball milling apparatus for 20 hours. We loaded 2.15 g of
MgNbg.gsHe sample under an inert atmosphere in a silica glass tube that was connected
to a gas-handling system. After heating to 350 degrees Celsius hydrogen gas was first
released from the cell under the equilibrium pressure with a controlled constant hydrogen
flow. Deuterium was then loaded as this isotope provides a better contrast in neutron
diffraction experiments. Successive release of deuterium and finally the loading of hydrogen
completed the experiment. Diffraction spectra were measured during all these stages of
H unloading, D loading and unloading and finally H loading. This manuscript deals with
the loading-unloading cycle with deuterium, while the spectra of the hydrogen containing
materials confirm that the results also hold for the hydrides.

The loading of deuterium gas was performed at a temperature of 320 degrees Cel-
sius and mostly at a pressure around 4-5 bar, finishing at 11 bar, much higher than the
equilibrium pressure of 2.5 bar at this temperature. A neutron diffraction pattern was
recorded for each of the 20 steps in the loading process. From a calibrated volume at
room temperature and the pressure drop in it, the amount of hydrogen that was absorbed
in the magnesium sample was determined. During unloading, also at a constant temper-
ature of 320 degrees Celsius, deuterium was released by evacuating the silica sample cell.
The desorption rate was kept constant at 5 ml/min (STP conditions; 1 bar, RT), and
pressures were recorded. A diffraction pattern was acquired every 3 minutes and a total
of 83 patterns was taken.

GEM is a high intensity neutron diffractometer at the spallation source ISIS at the
Rutherford Appleton Laboratories in the United Kingdom [153]. A pulsed beam of neu-
trons with a range of wavelengths is incident on the sample. Neutrons are scattered mainly
elastically (diffraction) and are counted in ~ 7000 detectors that are positioned around
the sample. From the time of flight of the neutron, the path length, and the detector po-
sition, the velocity, momentum transfer @) and the d-spacing d = 27/ can be calculated.
The diffraction detectors are grouped into 7 banks, each with a different d-spacing range.
GEM combines an unprecedented neutron count rate with a very large  range and good
resolution, facilitating detailed in situ measurements.

G.2 Experimental results and analysis

A complete hydriding-dehydriding cycle was obtained as described in the experi-
mental section. The spectra obtained during dehydriding are shown as a color plot
in figure G.1 together with the hydride fraction as a function of time. All spectra
of the complete cycle were sequentially fitted using the Sequenz shell that generates
input files for, and runs, the Rietveldt refinement program GSAS. Five phases could
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Figure G.1: Image of neutron diffraction patterns during the dehydriding process, including
plots of the fitted amount of deuterium and the gas pressure as a function of desorption time.

be identified in the spectra: magnesium metal, magnesium hydride, magnesium ox-
ide, a-niobium and a small, but clearly visible and identifiable contribution from a
phase which we discuss below.

From the fits we obtained the phase fractions, lattice parameters, site occu-
pancies, temperature factors and line widths, the latter being determined by the
effective particle size and the strain in the particles. The phase fractions, hydrogen
occupancies and lattice parameters of the different phases are plotted as a function
of the effective composition MgNbg 05D p,,, in figure G.2.

We start the discussion of our results at the hydriding process (triangles in figure
G.2). The first result that draws our attention is that the volume of the unit cell of
magnesium (hexagonal space-group P63/mmc) starts to increase by about 0.05 A3
per unit cell when the loading with deuterium starts. The fact that deuterium enters
the magnesium metal phase will increase the volume of the unit cell due to the extra
volume of the hydrogen atom which is generally assumed to be 2-3 A® per hydrogen
atom [73]. However, the expansion that we observe is much larger than expected
from the composition MgHg g and has to be attributed mainly to temperature
effects induced by the energy released during hydrogen absorption. This occurs
inside the bulky sample, notwithstanding the fact that the temperature regulation
was constant within +£1 K. The linear thermal expansion coefficient of magnesium
metal at these temperatures is 30 - 107%/K [150]. This means that the volumetric
expansion is about 90-107%/K, from which it is easily derived that the temperature
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Figure G.2: Lattice parameters and D site occupancies of Mg and MgD> as a function of
deuterium fraction.

of the magnesium metal has to increase by about 12 K to show this effect. The peak
in the unit cell volume at a loading of 0.2 may indicate that initially the temperature
rise is quite high as the heater circuit has to adopt to the situation in which heat is
generated in the sample. The other phases in the system show a similar dependence
of the unit cell volume during hydrogen cycling. The occurrence of a temperature
rise upon hydrogen loading will clearly counteract the hydrogen adsorption because
the equilibrium pressure for adsorption increases steeply with temperature. This
will cause an immediate reduction of the adsorption speed, as well as a reduced
nucleation rate for new MgD, crystallites (see also the discussion below).

Next, we like to draw the attention of the reader to the parameters of the hydride
phase when the concentration of the hydride phase is low. We see that 1) the site
occupancy y of deuterium in MgD,, decreases to about y = 0.5, much lower than
its stoichiometric value y = 1, and 2) the a and b axes of the unit cell decrease,
while the c-axis becomes longer. Above an effective sample composition D,,,=0.3,
the magnesium hydride phase (more exact, its deuterided form, which has the same
rutile-type space-group P4s/mmm) converges to the usual values for the unit cell
and occupation parameters, which remain constant from then on. In the analysis
it was also considered to have a separate MgDs, .o phase for loadings higher than
D;;=0.3 next to a stoichiometric MgD, phase, but this appeared not to be necessary.
The same hydrogen deficient MgHs,, .o phase is observed in the fully protonated
sample.

At an effective concentration of MgNbg 5D 5 we started the unloading of our
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Figure G.3: Rietveldt refinement of the fully dehydrided sample. Two unique peaks that belong
to the perovskite phase are indicated by the arrows in the insets.

sample. The spectra taken during desorption with a rate of 5 ml Dy per minute are
plotted from the bottom upwards in figure G.1. The first few diffraction spectra
show the spectrum of magnesium hydride, because first the pressure in the sample
container is reduced from 11 bar to the plateau pressure of ~ 2 bar. After that, hy-
drogen is extracted from the hydride itself, and the magnesium metal phase appears.
Since the incoherent cross-section of deuterium for neutrons contributes significantly
to the background level, we observe a considerable decrease of the background level
during dehydriding. When this background and the magnesium deuteride phase
fraction are low enough, the a-Nb phase diffraction peaks become clearly resolved,
although they can be fitted consistently in all of the spectra. In the last stage,
the pressure becomes lower than the equilibrium pressure of NbD,, (which is about
0.1 bar at this temperature), which then converts to pure Nb metal (the deuterium
content of the Nb metal phase is directly related to the Dy pressure in the sample
at low pressures). The lattice of NbD, shrinks when its deuterium content, z, is
reduced, which is clearly visible in the s-shape around d = 2.4 A and 1.7 A in the
upper part of the color plot. Note that when NbD, releases its D, the MgD, has
vanished already completely since the equilibrium pressure of NbD,, is much lower
than that of MgD, for small values of x. This means that for the actual catalytic
hydrogen splitting into atoms one should consider NbD to be the more relevant
phase.

Finally we observe a small peak at a d-spacing of 2.035 A which does not belong
to one of the known phases. A careful observation of the spectra shows that more
peaks are present at smaller d-spacings in the patterns. Three peaks are identifiable
by eye: at 2.035 A, 1.661 A and 1.175 A. So we find reflections at 4.07 divided by 2,
v/6 and /12, which points towards a cubic phase. We found that known compounds
such as Pb(MgO.ggng0A667)O3 [154, 155], SI‘NbOg [156] and BaNb03 [157, 158] all
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possess a cubic perovskite structure with lattice parameters around 4.05 A at room
temperature. Other cubic phases like cubic NbO, MgO all have a lattice parameter
clearly larger than what is observed (they both possess a lattice parameter close
to 4.21 A). We propose that during the ball-milling process part of the Nb has
been mixed with the outer oxide layers of the Mg particles leading to materials
with the structure Nb(Mgg 333Nbg667)O3. Because the peaks are best visible in the
fully dehydrided spectra, we first analyzed these spectra carefully to be able to
characterize this new phase in more detail. Subsequently all spectra were refined
with this phase included. The refinements improved when this phase was added and
the fitted phase fraction was constant for all spectra. Setting the molar amount of Mg
metal to 100%, the sample contains 3.5% of Nb metal, 1.4% of Nb(Mgg 333Nbg 667)O3
and 3.2% of MgO, which leads to an effective sample composition: MgNbg 05700.031-
We give the data that were obtained from a fit using GSAS for this phase in table
G.1.

Figure G.4 gives the different sub-spectra of the individual phases that occur in
the measurements. Note that different D site occupations in NbD, and MgD,. have
an influence on the peak intensities of the respective phases. Because of the very
high counting rate of GEM these intensities are determined very accurately. The
perovskite phase has only a small number of peaks of which several are overlapping
with those of other phases. This explains why we can assign only a few peaks
uniquely to this phase without fitting.

G.3 Discussion and conclusions

Hydrogen depleted MgH,

We have obtained detailed in situ information on the phases that are involved when
the deuterium content of magnesium particles is cycled. The first patterns of the
hydriding part, where the hydride phase is becoming increasingly observable, contain
a hydride phase that differs significantly from the stoichiometric phase with respect
to the hydrogen occupancy and its unit cell shape. Such a distorted phase may be
present as the first stages of nucleation of the hydride phase and/or at the boundary
between magnesium metal and magnesium hydride. The observation of Vigeholm et
al. [86] that diffusion occurs along the hydride-metal interface is consistent with this
finding as such a distorted phase may exhibit a much faster diffusion of hydrogen
due to the large concentration of hydrogen vacancies.

Heat effects

We now discuss our observation of an increase in the unit cell volume of Mg that
corresponds to a temperature rise of 12 K. We pose the following, realistic, situation:
a bed of particles is brought at a temperature of 320 degrees Celsius and a pressure
P, = 5 bar of twice the equilibrium pressure, F.,, is applied. On the application of
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Table G.1: Parameters of the phases observed during deuterium cycling of Nb catalyzed and

ball milled MgD5.

Lattice parameter
Space group

MgD,
a,b=4.530 A, ¢=3.025 A
P4y /mnm  No. 136 (tetragonal)

Atom site in Wyckoff notation Mg: 2a (0,0,0)
D: Af (0.3044,0.3044,0)
Occupancy Mg: 1.000
D: 1.000
MgD; »

Lattice parameter
Space group

a,b=4.56 A, ¢=3.00 A
P45/mnm  No. 136 (tetragonal)

Atom site in Wyckoff notation Mg 2a (0,0,0)
D: 4f (0.3044,0.3044,0)
Occupancy Mg: 1.000
D: 0.6
Mg

Lattice parameter

a,b=3.235 A, c=5.253 A

Space group P63/mmec  No. 194 (hexagonal)
Atom site in Wyckoff notation Mg: 2c (1/3,2/3,1/4)
Occupancy Mg: 1.000
Nb
Lattice parameter a=3.324 A
Space group Im3m No. 229 (body centered cubic)
Atom site in Wyckoff notation Nb: 2a (0,0,0)
Occupancy Nb: 1.000
NbD

Lattice parameter a=3.44 A
Space group Im3m No. 229 (solid solution bece)
Atom site in Wyckoff notation Nb: 2a (0,0,0)

D: 12d (1/4,0,1/2)
Occupancy Nb: 1.000

D: 0.16

Nb(Mgjg.333Nbg 667) O3

Lattice parameter a=4.070 A
Space group Pm3m No. 221 (cubic perovskite)
Atom site in Wyckoff notation  Nb: la (0,0,0)

Nb,Mg: 1b (1/2,1/2,1/2)

O: 3c (0,1/2,1/2)
Occupancy Nb: 1.00

Nb: 0.7, Mg: 0.3

O: 1.00

MgO

Lattice parameter a=4.227 A
Space group Fm3m No. 225 (cubic)
Atom site in Wyckoff notation Mg;: 4a (0,0,0)

0: 4b (1/2,1/2,1/2)
Occupancy Mg: 1.000

O: 1.000
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Figure G.4: Plot of the sub-spectra identified in the Nb catalyzed Mg-H system. We show
from top to bottom simulated spectra of MgDs, MgD; 5, Mg, Nb, NbD, Nb(Mgg.333Nbg.667)O3
and MgO using the parameters from the fits (the thermal factors and line widths are as observed
in the measurements).

the pressure, the magnesium metal a-phase will first start to saturate with hydrogen
atoms. After a certain time, the hydride phase will nucleate somewhere in the par-
ticle. This hydride phase will grow as there exists a driving from the over pressure.
Since magnesium hydride is an insulator, the heat, that is generate at the boundary,
distributes over the remaining magnesium metal (a-phase). Due to the temperature
rise which then occurs, the equilibrium pressure of the particle rises, thus the driving
force for new nucleations decreases and the chance of a new nucleation elsewhere in
the particle decreases rapidly.

Consider a particle containing N, mole magnesium atoms of which a fraction,
f, has been converted to magnesium hydride. The heat that is released by the
conversion to the hydride phase is H; = fHygn, Np, where Hyqp, is the formation
enthalpy of magnesium hydride, 74.5 kJ /mol. The heat will increase the temperature
of the magnesium particle by AT = Hy/(MyryCryN,y), using the molar mass of
magnesium My, = 0.0243 kg/mol and the heat capacity Cy, = 1026 J/(kg K).
The equilibrium pressure becomes equal to the applied pressure (which we assumed
to be two times the equilibrium pressure initially) when the temperature of the
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magnesium particle increases by about AT = 30 K (for temperatures around 593 K,
for lower temperatures AT is lower). Now that we know all parameters, we can
calculate f = AT MprgCrrg/Hunigr, = 1%. We conclude that when just 1% of a Mg
particle transforms to MgH, the heat that is freed makes the driving force zero due
to the temperature-rise of the particle. Only when this heat has been dissipated,
a driving force exists again and more hydrogen may adsorb. This shows that heat
transfer is not only important for engineering sized batches, but also for microscopic
nucleation behavior.

The role of NbH

In contrast to the X-ray experiments of Pelletier et al. and Yavari et al., we did not
find the NbHg ¢ gateway phase. We think that their finding is merely indicating that
the pressure in the sample is relatively high during desorption when high desorption
rates are used because the hydrogen gas experiences a rather larger barrier when
diffusing through the particle bed to the vacuum. We find that during the complete
Mg hydrogen cycling stage, NbH is present. Since the addition of Nb catalyzes
not only the desorption reaction, but also the absorption process, we think that the
catalytic properties of NbH rather than those of Nb metal need further investigation
under real conditions, that is high temperature (above the critical point for the a-a’
transition) and high pressure.

Nb(Nb,Mg)O; perovskite a possible proton conductor?

The MgO phase is present on the surface of the Mg particles, even when the materials
are always handled in an inert atmosphere. During (de-)sorption the MgO is a
barrier for the transport of hydrogen. In this respect the small amount of the cubic
Nb-Mg-O perovskite phase is an interesting finding. Such perovskites are known
to transport hydrogen [111] and in addition may be catalysts themselves for the
splitting of Hy. The perovskite phase, penetrating the MgO layer, could therefore
be the missing part of the hydrogen transport pathway.

The perovskite phase is apparently present with particle sizes some two times
larger than the average MgO particle size. Apart from this perovskite form, which
may result from mixing of Nb into larger MgO particles, it is likely that part of
the MgO in the surface layer is substituted by such a MgNbOj3 perovskite phase.
The finding of such transition metal MgO mixed oxide phases may be more general.
Oxides such as Cry03, V205,Fe30y4 [93] and NbyO5 [159] are known to catalyze the
hydrogen splitting at the surface of for instance magnesium, as well as some pure
metals like V and Nb [109]. Because all these transition metals T form compounds
of the form Mg, T,O., it is interesting to investigate the catalytic activity of these
compounds too. It may be noted that Mg-T-O compounds like Mg3V,Og are well
known catalysts used for hydrogenation reactions in the petrochemical industry
[160, 161].
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Conclusions

We conclude that the in situ neutron diffraction experiments we report here give
much in-depth information on the underlying processes for absorption of hydrogen
in metals in general and in magnesium in particular. We especially point out the
importance of the heat effects that counteract the nucleation and hydrogenation
reaction, even on the size of a single grain. A factor that enhances sorption speeds
is the defect hydride structure that we found at the low hydrogen concentrations.
Under conditions relevant for absorption and desorption NbH was shown to be the
relevant Nb hydride phase for the catalytic activity. In addition a new cubic per-
ovskite phase with an estimated composition of Nb(Mgg 333Nbg 667)O3 was indicated
that may also be catalytically active as well as proton transporting.

Outlook

The directions for modification of catalyzed magnesium compounds resulting from
this work might be indicated as follows. The effect of the absorption heat on the
driving force for absorption and the nucleation of the hydride appears to be a se-
vere limiting factor in the absorption rates. This can only be altered by making
the binding energy significantly lower, for instance by including other atoms in the
lattice. Such lowered binding energy may in addition lead to some larger stability
range of the H deficient MgH_, phase, which may then lead to fast hydrogen trans-
port through the hydride phase (until such point that it becomes completely filled).
Clearly one cannot add too much heavy elements to the compound without loosing
its attractiveness. The transport of H through the Mg alpha phase does not appear
as a rate-limiting step, because the high H diffusion speed makes up for the low H
densities in this phase. Because the Nb phase is constantly saturated with H during
the absorption process the splitting of hydrogen on its surface does not appear to
be a rate-limiting step either; otherwise it would not be saturated. The observed
mixing of MgO and Nb, and the formation of a new catalytically interesting phase
in that way, appears to be an opportunity for further optimization of the materials.

Recently it has been show that the addition of scandium to magnesium forms
an alloy of which the hydride is less stable than magnesium hydride and possesses
high diffusion coefficients of hydrogen atom through the hydride [162]. A mechanical
alloying treatment of MgH,, a transition metal T that forms stable compounds of
the form Mg-T-O and another element (such as Sc) that alloys with Mg in such a
way that it lowers the binding energy of H to the Mg alloy might provide a route
for further improvements.
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