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Abstract

A Survey of a Jacobian-free Newton Krylov method using GMRESis presented in this report.
The goal of the project is to see whether JFNK has applications in nuclear reactor physics. JFNK
methods are methods that solve sets of non-linear equations. The sets of non-linear equations arise
from coupled physics problems, as found in nuclear reactor physics. JFNK is especially good at
solving coupled sets of equations, since it does not need theJacobian matrix to solve the problem.
It uses an approximation to the Jacobian matrix, this is possible because the Jacobian matrix is only
needed as a matrix vector product.

In this report two test problems are used to test the JFNK method. First the heating of a one
dimensional rod, while the rod cools by emiting radiation, modeled as a black body. The second test
problem is a model of a molten salt reactor.

Since there are many coupled problems in the area of nuclear reactor physics it can be used in
many problems. All problems that were encountered in this project have been solved. The harder
problems where JFNK could break down were, however, not encountered. Preconditioning is not
considered in this project.
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1 INTRODUCTION

1 Introduction

Since the last century simulations run on computers are of increasing importance in science and engi-
neering. In almost all areas simulations are used as a way of understanding physical problems. There is
of course not one algorithm to simulate problems, there is also not one best algorithm. Each new physical
model needs a new examination of what algorithm to use. New algorithms are being developed all the
time, which results in more and more physical models that canbe simulated and with greater resolution.

The calculations in a simulation are usually to solve an equation of motion. For example the Navier-
Stokes equation in simulation of flowing fluids or gases, or the heat equation for diffusion problems.
The different forms of these equations demand for differentalgorithms. Equations of the same form can
in general be solved by using the same algorithm. Some examples of problems where one equation of
motion describes the whole problem are the flow of air around abuilding in the wind. Or the heat in a
computer chip, which is being cooled by an airflow of the fan inthe computer. There are also problems
where not one but two or more equations of motion are needed todescirbe the problem. This results in
more difficult calculations.

These problems are called “coupled” problems, because two different areas of physics and different
equations of motion are “coupled” to each other in the problem. Examples of these kind of problems
are found in nuclear reactors and weather systems. In weather systems different equations are used to
describe the motion of the air, the formation of clouds, the interaction with the oceans, et cetera. In the
physics of nuclear reactors different equations are used todescribe the neutronics and thermodynamics
in a reactor core. Not just with a different physical meaning, but also a different mathematical form of
the equation. This makes the problems hard to solve in a reliable and fast manner.

The Jacobian-Free Newton Krylov methods have been around for a couple of decades, but only since
the year 2000 it is more used as a solver for physics problems.Before that it was mostly in the domain
of the mathematicians, not yet used as an algorithm. Most of the papers about applications of JFNK
are from after 2000. There are some books and papers that describe JFNK from before 2000, several
different names are in use for the JFNK method.

Two test problems were used in this research. Both are written in Matlab code. The first was the
simulation of the heating of a one dimensional rod with Dirichlet boundary conditions. The rod loses
energy due to radiation modeled as a black body. The second isa one dimensional simulation of a molten
salt reactor.

The first test problem was at first used to find out how to write a code that solves an equation of
motion with the JFNK method. The speed of calculation of the JFNK method is compared to other
existing solvers. Once the model of the rod worked with the JFNK method, it was used to test how the
JFNK method handles coupling problems. This was done by splitting the rod in half and computing the
solutions of each half seperately. This model is very easy for the JFNK method, with easy meaning it
does not need many Newton and GMRES iterations to solve the problem to the desired tolerance. This
gave rise to the second test problem, which is harder to solve.

The second test problem, the molten salt reactor, is a more difficult problem to solve, because the
coupling is between different mathematical formulas. As opposed to the coupling in test problem 1,
where the coupling was between the same mathematical formulas. A molten salt reactor is a reactor
where the fuel is not stationary, like in other reactors. Thefuel (often uranium) is dissolved in a salt,
which is melted in order to let the fuel move. The fuel-salt mixture is being pumped around a circuit,
which consists of a reactor core, a heat exchanger, a pump andthe tubing to transport the mixture from
and to all the components. The goal of using a molten salt reactor as test problem is not to examine the
workings of a molten salt reactor, but to see how the JFNK method behaves when faced with a more
difficult problem.
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1 INTRODUCTION

This project was done as a bachelor thesis project for the applied physics bachelor of the University
of Technology Delft. The goal of this project was to investigate whether and how the Jacobian-Free
Newton Krylov methods can be used in the Physics of Nuclear Reactors group for simulation purposes.

A quick overview of the report is provided here. First the mathematical background of the JFNK
method will be explained. In this chapter there are also some“tips and tricks” on how to use JFNK,
which were used in the models of the test problems. These tipsand tricks are solutions to problems
encountered in the test problems. The second part is about the first of the two test problems, the one
dimensional rod. The physical and mathematical model of theheating of a one dimensional rod are
explained. Then the outcomes of several tests are presentedand discussed, the problems ecountered
during the making of the models are also mentioned. The thirdpart is about the second of the two test
problems, the molten salt reactor. Here again, the physicaland mathematical model of the molten salt
reactor are explained first. After that the outcomes of several tests are presented and discussed, as well as
the problems that arose in the making of this model. The last chapter discusses the conclusions, whether
and how JFNK can be used in simulation of nuclear reactors. Italso contains information about further
research or testing that can be done on the JFNK method.
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2 MATHEMATICS AND THEORY OF JFNK

2 Mathematics and theory of JFNK

2.1 Newton’s method

Newton’s method is a method that solves non-linear equations iteratively. First there is a description of
Newton’s method for an scalar function, second there is Newton’s method for vector functions.

2.1.1 Scalar functions

Newton’s method approximates roots of functions. Therefore if one wants to solve an equation, the
equation will have to be rewritten into a form that solving the equation means solvingf(x) = 0. The
function in the graph of Figure 1 isf(x) = x2

9 + 2
9x, in red. In blue the tangent atx = 3 of that function

is plotted. We start with a guessx0 = 3, one can see that tracing the tangent to its intesection withthe
x-axis leads to a better guess of the nearest zero off(x) thanx0 was. This point closer to the root will
be designatedx1, in this casex1 = 9

8 . The next iteration, which consists of following the tangent of f at
x = x1, will give x2.

1

2

3

4

−1

−2

−3

−4

1 2 3 4−1−2−3−4

Figure 1:Illustration of Newton’s method. Following back the derivative of the functions leads to a new
better guess forx in f(x) = 0 (f(x) is in red). Here we start with a guess ofx = 3, since the tangent
(in blue) is atx = 3. The better guess here is98 , the intersection of the tangent and thex-axis.

A general expression for the next guess is

xk+1 = xk − f(xk)

f ′(xk)
(1)

Of course one will in general not acquire the exact solution of the equationf(x) = 0, a stop criterion
has to be used to determine when the solution is precise enough. Stop criteria will be discussed in the
context of Newton’s method for vector functions.

The strength of Newton’s method can be made visible in a very simple example. Let us determine
the square root of 739, which is (exact to the first nine decimal places): 27.184554438. We will have to

3



2 MATHEMATICS AND THEORY OF JFNK

use an equation that has as solution the square root of 739, for examplex2 − 739 = 0. So we will be
finding the root of the function

f(x) = x2 − 739 (2)

Below are the solutions of the first couple of iterations witha first guess ofx0 = 30, since
√

900 = 30,
this seems to be a good first guess.

x0 = 30

x1 = 30 − 302−739
2·739 = 27.316666667

x2 = 27.31 − 27.312−739
2·27.31 = 27.184873907

x3 = 27.18 − 27.182−739
2·27.18 = 27.184554440

As one can see the convergence of Newton’s method (if the initial guess is close enough to the root is
quadratic[5]). This means the number of correct digits roughly doubles every iteration, as is the case in
this example: from zero to two to five to nine correct digits.

2.1.2 Vector functions

Now for vector functions, suppose one has a vector functionF(u) and one wants to approximate its roots.
This can be achieved by expanding this function by means of a Taylor series, which is

F(uk+1) = F(uk) + F′(uk)(uk+1 − uk) + HOT (3)

Hereu is the state vector of the system andF(u) is the function obtained by means of the governing
equations of the system. The general idea is the same, one follows the tangent to the function at the spot
of the guess to the plane perpendicular to theF-axis.u can be compared tox andF(u) can be compared
to f(x) in the scalar version. To obtain a general expression of the next guess there is a short derivation
from the Taylor series.

Taking the Taylor series and neglecting the higher order terms (HOT) and settingF(uk+1) equal to
the zero matrix, one obtaines a linear set of equations of theform Ax = b. From the equation

J(uk)δuk = −F(uk) ; δuk = uk+1 − uk (4)

one can calculate the state vectoruk+1, which is the next guess. In this equationJ is the Jacobian matrix
of funtion F, defined as

J(i,j)(u
k) =

∂Fi(uk)

∂uj

(5)

By J(i,j) the element on theith row and thejth column is meant.J is the first derivative of a vector
function. One now has a linear equation which can be solved innumerous ways.

For each step in time one has to solve this system until the desired precision is achieved. Various
ways of determining the desired precision exist. One of the most commonly used stop critiria is a drop
in the norm of the nonlinear residual, which is

||F(uk)|| < τr||F(u0)|| + τa (6)

4



2 MATHEMATICS AND THEORY OF JFNK

In this equationτr is the relative tolerance andτa is the absolute tolerance. The absolute tolerance is
used as to satisfy this criterion whenF(u0) is very small [5].

Another stop criterion that is widely used is

||δuk||
||uk|| < τ (7)

This is the criterion used in all simulations presented in this report. This criterion uses just a relative
toleranceτ .

In most situations both criteria result in the same solution, however, there are situations in which a
stop criterion can “break down”, a situation in which an iteration loop will for example never stop. In all
simulations in this report such situations do not occur. Other stop criteria exist, but are not included in
this report.

The Newton loop can be sped up by using an extrapolation basedon the solution of previous time
steps. Before one starts the Newton loop at a certain time step n + 1, a simple linear extrapolation, like

un+1 = un + ∆t · un − un−1

∆t
(8)

helps the Newton loop converge faster, since the initial guess is (probably) closer to root of the function
F than without the extrapolation. This extrapolation simplifies to

un+1 = 2un − un−1 (9)

This extrapolation is actually a first guess of the answer at time n + 1. Since this guess is a linear
extrapolation all higher order effects are neglected. After this guess the Newton loop will correct for all
higher order effects, thus finding the answer at timen + 1.

2.2 Generalized Minimal RESidual method (GMRES)

The GMRES method is used to solve the linear equation obtained from the Newton iteration (eq. 4). In
solving this equation the method uses the Krylov subspace. The Krylov subspace is defined as .

K = span(r0, Jr0, J2r0, . . . , Jj−1r0) ; r0 = −F(u) − Jδu0 (10)

whereinj is the size of the square matrixJ. The algorithm minimalizes the residual in the Krylov
subspace. GMRES is not examined in this research, it is just used as a linear solver, because GMRES can
be used with JFNK. More information on GMRES can be found in [2] and [1]. More on implementation
of GMRES can be found in [9].

The method described so far is known as a Newton Krylov method, for it uses a Newton iteration to
approximate the non-linear equation and a Krylov subspace solver (GMRES) to solve the linear equation
generated by the Newton iteration step.

The stop criterion used in GMRES is based onτ > |b − Ax|2, in the case of a known matrixA (this
is the standard norm when solvingAx = b). The termAx is changed into an expression that means the
same (the left hand side of a linear equation) but makes use ofthe Jacobian free approximation, instead
of a known matrixA.

5



2 MATHEMATICS AND THEORY OF JFNK

2.3 Jacobian free approximation

To make it a Jacobian-free Newton Krylov method one has to usethe approximation presented in this
section. Within the GMRES solver the Jacobian matrix is onlyneeded in a matrix vector product. There-
fore one can approximate the Jacobian vector product without computing all of the Jacobian matrix. The
product of the Jacobain with a vectorv is

Jv =

[

v1
∂F1

∂u1
+ v2

∂F1

∂u2

v1
∂F2

∂u1
+ v2

∂F2

∂u2

]

(11)

which is an example for a system with vectors of length two. Note that in the GMRES loop the state
vectoru is the same, as there is no Newton step taken.

To explain the approximation used in JFNK a trivial manipulation of the last equation is used:

Jv =





F1(u1,u2)+ǫv1
∂F1
∂u1

+ǫv2
∂F1
∂u2

−F1(u1,u2)

ǫ
F2(u1,u2)+ǫv1

∂F2
∂u1

+ǫv2
∂F2
∂u2

−F2(u1,u2)

ǫ



 (12)

In this equationǫ is a small number, here it is - in most cases - chosen to be the square root ofǫmachine.
In Matlab the square root of the machine epsilon on the computer the programs were run on is about
1.5 · 10−8. The machine epsilon is the smallest distinguishable difference between two numbers on the
machine (computer) one is using. This choice ofǫ will not always work! A good value forǫ is a matter
for debate in a lot of problems, however the machine epsilon will work in a lot of cases, more on this can
be found in [6].

Part of equation 12 can be seen as the Taylor expansion of the functionF aroundu, when neglecting
the higher order terms. In the first element,F1(u1, u2) + ǫv1

∂F1

∂u1
+ ǫv2

∂F1

∂u2
, can be seen as the Taylor

series of,F1(u1 + ǫv1, u2 + ǫv2), likewise for the second element. Equation 12 then becomes:

Jv ≈
[

F1(u1+ǫv1,u2+ǫv2)−F1(u1,u2)
ǫ

F2(u1+ǫv1,u2+ǫv2)−F2(u1,u2)
ǫ

]

(13)

Which results in a general equations, for any dimension of the vectors involved:

Jv ≈ F(u + ǫv) − F(u)

ǫ
(14)

By using this approximation a lot of computing time can be saved, for only a function value has to be
evaluated, instead of a matrix vector product. Suppose the system is of sizeN , then the Jacobian matrix
would be sizeN × N , thereforeN2 values would be evaluated in each Newton iteration. With the
JFNK approximationN values will have to be evaluated in each GMRES iteration. Only F(u + ǫv)
changes between GMRES iterations, becausev changes.F(u) stays the same and has to be evaluated
just once, sinceu does not change during GMRES iterations. For larger values of N this will save a
lot of computation time.N should roughly be larger than the average amount of GMRES iterations for
JFNK to be quicker.

2.3.1 Example of using JFNK

Now it will become clear why JFNK handles coupled problems well. The functionF is constructed of
the governing equations of the problem. For the sake of clarity, let us use a non-physical example. Take

6



2 MATHEMATICS AND THEORY OF JFNK

dx

dt
= x + y (15)

dy

dt
= xy (16)

as governing equations of this example.x andy are arbitrary variables and their equations are found in
different areas of physics; it is a coupled problem. Most physical problems have derivatives with respect
to time in the governing equations. This means the equationsshould be discretized in the time (and
possibly in the location). In our example the discretized equations are

xn+1 − xn

∆t
= xn+1 + yn+1 (17)

yn+1 − yn

∆t
= xn+1yn+1. (18)

in which n denotes thenth step in time. The solution will have to be obtained by letting the Newton
iteration converge at every step in time. The vector valued functionF that belongs to this example is

F(un+1) =

[

xn+1 + yn+1 − xn+1−xn

∆t

xn+1yn+1 − yn+1−yn

∆t

]

(19)

with the state vector of the system defined as

un+1 =

[

xn+1

yn+1

]

(20)

This is the set of equations the Newton iteration will derivea linear set of equations from. The linear set
of equations will then be solved by GMRES, whereafter the Newton iteration will take one step closer
to one of the roots ofF. GMRES uses just evaluations of the functionF, in which the two governing
equations can be found. The Jacobian matrix of the two governing equations is not needed.

In general, if one has a physical problem which is made up ofN coupled problems, the functionF
will be

F(uk) =











F1(uk)
F2(uk)

...
FN (uk)











(21)

with Fi the functions of one of the coupled problems. The coupling between the problems is not needed,
while that would be needed to construct the Jacobian matrix.This is what makes JFNK well suited for
coupled problems.

2.3.2 Scaling

Scaling can also be explained with this example. Scaling means using relative variables, as to make sure
every element of the functionF has roughly the same order of magnitude. Scaling can be necessary
when variables with large differences in their order of magnitude are involved, since the approximation
in equation 14 will not work. In this example the variablesx andy will be scaled as

7



2 MATHEMATICS AND THEORY OF JFNK

x∗ =
x

xref

(22)

y∗ =
y

yref

(23)

wherex∗ andy∗ are the scaled variables of order 1 [10]. The discretized equations (eq. 17 and eq. 18)
of our example can be written as

x∗,n+1 − x∗,n

∆t
= x∗,n+1 + y∗,n+1 · yref

xref

(24)

y∗,n+1 − y∗,n

∆t
= x∗,n+1y∗,n+1 · xref . (25)

Using these equations to make the functionF, all elements ofF are of order 1
∆t

, since the derivative term
is of that order.

Scaling is important because round off errors may occur whenit is not used. The round off errors
will occur in the difference of the two evaluations of the approximation of the Jacobian matrix vector
product (equation 14). Whenu is much larger thanǫv, the sum of the two will be justu. This happens
for example when (for some element ofu andv) u = 2.345 · 1032 andǫv = 5.678 · 1020. Because these
two numbers are floating point numbers their sum will beu + ǫv = 2.345 · 1032 = u. To avoid this,
scaling is used in this report, this makes surev is of the right order of magnitude. Becausev is calculated
using evaluations ofF and these evaluations are always of order unity.

In this project the reference value of a variable is always chosen to be the initial value of the variable.
ThereforeV ∗ with V any variable is alwaysV ∗ = 1 as initial value.

8



2 MATHEMATICS AND THEORY OF JFNK

2.4 Overview of the algorithm

In this section an overview of the whole algorithm is provided.

program
run once

Time loop
for all time

Extrapolation
from solution

at timen
andn − 1

Newton

while ||δu||
||u|| > τ

GMRES
while ρ > τ

GMRES

Calculateδu
using approx. forJv

Stepδu

Solution
at timen + 1

Total
solution

Figure 2:Overview of the JFNK algorithm used in this report.

2.5 Advantages and disadvantages of JFNK

In this section a discussion of the advantages and disadvantages of the JFNK method is provided. First
the advantages are explained, then the disadvantages.

The JFNK method needs less calculations for large problems,or in other words, problems with many
degrees of freedom. It can solve these problems faster than ordinary algorithms. In this project it was
about twice as fast as ordinary algorithms, but it is known tobe ten or even more times as fast as ordinary
algorithms [7].

Not only simple uncoupled problems are solved quicker, it can also solve problems without construct-
ing the Jacobian matrix. This means it can solve coupled problems that cannot be solved by algorithms
that need the Jacobian matrix. Many problems in nuclear reactor physics problems and problems with
flow of fluids involved can now be solved by JFNK.

A great advantage of JFNK to ordinary methods is the measure for the error of the solution. Ordinary
methods involve converging the same part of the problem morethan once, after other parts are converged.

9



2 MATHEMATICS AND THEORY OF JFNK

The measure for the error is lost in this process and must be reintroduced to have such a measure using
ordinary techniques. JFNK always has a measure for the error. This is where the stop criterion of the
loop is based upon.

The disadvantages of JFNK will be summarized next. There is really just one disadvantage of JFNK,
but this can disrupt the calculations in more than one way. Since only an approximation of the Jacobian
matrix is used errors in these calculations can occur. In this project two situations where JFNK breaks
down were encountered.

First the approximation can break down when large differences occur in the variables. This problem
is described in the mathematical theory section. It can be (partly) solved by using scaled variables. This
can still go wrong when variables increase or decrease too much in the solution of the problem.

Even with scaling the approximation can still give wrong answers. This was encountered when a
large change occured in one of the input variables. JFNK found a root of the functionF, but it was not
a root that produces a physical realizable solution of the problem. So with a sudden change in input one
has to check whether the solution is plausible.

10



3 TEST PROBLEM 1: HEATING A 1-D ROD

3 Test problem 1: Heating a 1-D rod

3.1 Mathematical and computational model

The first test problem used to explore the JFNK method consists of a one dimensional rod with Dirichlet
boundary value conditions. The initial condition is zero Kelvin in the whole rod. The rod loses thermal
energy because of radiation, modeled as a black body. Figure3 gives an overview of the situation. The
two temperatures at the ends are given andφq denotes the flux of radiation energy from the rod. This is
chosen as a test problem because the solutions are intuitively clear and the mathematics of the problem
is not difficult.

φq

TrightTleft

Figure 3: Schematic overview of the test problem, a one dimensional rod. The rod is heated from the
sides, which are Dirichlet boundary conditions. It also loses heat through radiation, modeled as a black
body. The initial condition is zero Kelvin in the whole rod.

The governing equation is the heat equation,

∂u

∂t
= k

∂2u

∂x2
− σu4 (26)

in whichu is the temperature,k is the thermal conductivity (in this casek = 102 W
mK ) and

σ = 5.67 · 10−8 W
m2K4 is the Stefan-Boltzmann constant. The length of the rod is one meter.

In order to use this equation in iterative methods, it has to be discretized. The discretization in space
is done by a finite difference approximation, the discretization in time is done by a backward Euler
discretization. The discretized heat equation then becomes

un+1
i − un

i

∆t
= k

un+1
i+1 − 2un+1

i + un+1
i−1

∆x2
− σ(un+1

i )4 (27)

wheren+1 is the current moment in time,i is the space discretization index,∆t is the time step and∆x
is the spatial step. The rod is divided intoN = L

∆x
segments. This equation has to be solved at every

instance in time for every point in the rod.

3.2 Three methods

In order to compare different methods of solving the problemseveral different approaches were used
in the first test problem. Most of the comparison is centered on the difference between the Jacobian
vector product approximation and building the Jacobian explicitly. Here the three different versions of
the algorithm are presented.

11



3 TEST PROBLEM 1: HEATING A 1-D ROD

3.2.1 Method I

The first method solves the problem only by means of a Newton iteration. The linear system that needs to
be solved in each Newton iteration is solved using a direct solver, which needs the full Jacobian matrix.
This program is not so much used to compare other programs to,more so it was used as practice to write
the programs for the other two methods.

3.2.2 Method II

The second method uses the Newton method but does not use a direct solver to solve the linear system,
instead it uses a GMRES code obtained from C.T. Kelley [5]. Inorder to use GMRES, the program still
needs to calculate the full Jacobian matrix, like in method I.

3.2.3 Method III

The third method is essentially the same as the second program, only in the GMRES code the Jacobian
vector product is appromixated by equation 14, this is the JFNK method. This method is of interest in
this report.

3.3 Performance of the methods II and III

Method I is left out of this comparison because it is more interesting to see the performance of GMRES
with the whole Jacobian versus GMRES with the Jacobian approximation, that is, method II versus
method III. Method I uses far more time to compute the answer.For this comparison the boundary
conditions

Tleft(n) = T sin(10
∆t

t
n + 1) + T (28)

Tright(n) = T sin(5
∆t

t
n + 3) + T (29)

are used, whereT = 1000K is some constant temperature. The maximum temperature is2T = 2000K.
The initial condition is zero Kelvin throughout the rod. Thesolution to this problem is found in
Figure 4.

Figure 5 shows the computation time of the two methods as a function of the relative tolerance of
GMRES and of the Newton iteration. Matlab does not provide a way of counting floating point operations
(flops), therefore real computation time was used to show theeffectiveness of the methods. On thez axis
the relative computation time of the methods is shown, the time of method II is divided by the time of
method III. So a value above 1 means method III was quicker, a value below 1 means method II was
quicker. In practice tolerances of between10−2 and10−6 are used, in this region method III is clearly
quicker than method II. This means the JFNK method is quickerthan building the Jacobian matrix.

For comparison of methods II and III the number of Newton iterations and the average number of
GMRES iterations per Newton iteration are plotted. The solution is plotted above the iteration count plot
to show at what instance in time more iterations are needed toachieve the desired precision. Figure 6(a)
shows the iterations of the GMRES method with the full Jacobian (method II), Figure 6(b) shows the
iterations of the GMRES method with the Jacobian approximation (method III). Both were made using
a relative tolerance in the Newton iteration of10−3 and a tolerance in the GMRES iterations of10−5.

12



3 TEST PROBLEM 1: HEATING A 1-D ROD

Figure 4:Solution of the heating of a 1-D rod, with sine functions as boundary conditions. This solution
(these boundary conditions) are used in the comparison of algorithm speed between methods II and III.
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Figure 5:Comparison of speed of methods II and III. Horizontal axes show the parameterp in τ = 10−p,
whereτ is the relative tolerance of either the Newton loop or the GMRES loop. Vertical axis shows the
relative time, time of method II is divided by time of method III.
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3 TEST PROBLEM 1: HEATING A 1-D ROD

(a) Solution and number of iterations of method II. Newton iterations in blue and average GMRES iterations
per Newton iteration in red.

(b) Solution and number of iterations of method III. Newton iterations in blue and average GMRES iterations
per Newton iteration in red.

Figure 6: Comparison of the performance of the methods II and III with the problem of heating a 1-D
rod with sine functions as boundary conditions.
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3 TEST PROBLEM 1: HEATING A 1-D ROD

First of all it should be noted that the number of Newton iterations is the same in methods II and
III. This is what one expects, because GMRES should convergeto the same solution of the step that
needs to be taken in the Newton iteration. However GMRES doesnot have the same amount of average
iterations per Newton iteration in the two methods. This is due to the difference of the exact Jacobian
matrix (method II) versus the approximation of the Jacobianmatrix (method III). As expected the average
amount of GMRES iterations per Newton iteration is higher inmethod III than in method II, because
method III works with the approximation. Also the average number of GMRES iterations per Newton
iteration is roughly constant in method III, but not in method II. The differences in method II arise
because the problem is not always of the same difficulty. The number of average GMRES iterations per
Newton iteration is constant in method III, because this number does not depend on the difficulty of the
problem, but on the precision of the approximation of the Jacobian matrix.

3.4 Code coupling using method III

Three different ways of coupling are tested and compared with each other in this report, which are
presented below. The coupled problem in this test is somewhat articial. The same rod is taken, but it is
sliced in half. These two halves can only be calculated seperate from each other. The Jacobian matrix of
this problem is known, for it is the same matrix as used in methods I and II of the previous section, but it
is not used in this test. For clarity: these three methods arenot the same as the three methods described
before. Each of the coupling methods ((i), (ii) and (iii)) uses method III (JFNK), but the way the coupling
happens differs. More on different ways of coupling problems can be found in [8].

3.4.1 Coupling method (i)

First of all the straight forward coupling method of solvingeach part seperately. Each part is solved
independent of the other, using only the temperatures at theboundary of the other half. This program
first calculates the left side of the rod (starting atx = 0) using the boundary condition on the left and
the tempeture of the previous moment in time on the other side. Once the approximation of this half
has converged to the desired error, the other half will be approximated. This half uses the boundary
condition on the right and the temperature (of the current moment in time) of the other half on the left.
This coupling is not always accurate, since there is no real measure of the error of the solution. Figure
7 shows a scheme of this coupling method, the dashed lines show a way of improving this method. If
the second half is converged, one can go back to the first half and converge it again, using the value at
the boundary with the right side (of the current moment in time). This ”spiral” of converging the halves
can be continued untill some measure for the total error has decreased to the desired precision, then the
program can continue to the next time step.

3.4.2 Coupling method (ii)

Coupling method (i) exchanges values at the boundary (half way up the rod) whenever a Newton loop
has converged. The second coupling method differs in that itexchanges the values at the boundary
whenever a GMRES loop has converged. Figure 8 shows a schematic of coupling method (ii). Left and
Right should be interpreted as the GMRES loop of that respective side. There are no dashed lines in this
schematic, since they were not used in the program of this research.
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3 TEST PROBLEM 1: HEATING A 1-D ROD

Left

Right

Time step 1 Time step 2 Time step 3

Figure 7:Schematic of the simplest coupling method (coupling method(i)), solving each half of the rod
seperately, before going to the next time step. The dashed lines are optional (one gets better accuracy
following these).

Left

Right

Newton Newton Newton
iter. 1 iter. 2 iter. 3

Figure 8:Schematic of coupling method (ii). Now not the Newton loop ofthe halves is converged before
continuing, but the GMRES loop is converged before going to the next Newton iteration.

3.4.3 Coupling method (iii)

Coupling method (iii) uses the real strength of JFNK. Since the Jacobian matrix is not needed, just the
function evaluations of the heat equation at all points in the rod are needed. The functionF can be made
by concatenating the evaluations of the heat equations of the two parts. Exactly like the example that
is used in section 2.3.1. This means the exchange of values happens when the functionF is evaluated,
therefore the Jacobian matrix can be approximated. Coupling methods (i) and (ii) do not use an approx-
imated Jacobian matrix or the real Jacobian matrix, while coupling method (iii) does. Coupling method
(iii) has a real measure of the error in the solution, while coupling methods (i) and (ii) do not.

3.4.4 Comparison of the coupling methods

Since the rod is sliced in half, the temperature in the middleshould vary to test this program. As this is
not seen in the solution of the problem as in Figure 4, other boundary conditions are used, the solution
of this problem can be seen in Figure 9. The initial conditionis still zero Kelvin in the whole rod. The
boundary conditions are
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3 TEST PROBLEM 1: HEATING A 1-D ROD

Tleft(n) = T sin(25
∆t

t
n + 3) + T (30)

Tright(n) = T sin(10
∆t

t
n + 1) + T (31)

Figure 9:Solution of the problem used for the tests of the code coupling programs. Another solutions is
chosen because in this solution the temperature in the middle of the rod (where it is coupled) changes.

Three comparisons are made in this section. First the Newtoniteration counts and average GMRES
iterations per Newton iteration counts of all three coupling methods are compared. Second the difference
in time between the standard coupling method (i) and the JFNKcoupling method (iii) is looked at. Third
is a comparison of the accuracy of all three coupling methodswhen a large time step is used.

For the first test three iteration count plots (one for each coupling method) are presented and dis-
cussed. A plot of the solution with iteration count plots of coupling method (i) can be found in Figure
10. In this figure each half of the rod is converged only once, that means that the dashed lines in Figure
7 are not used. The plot in the middle is the iteration count ofthe right half (fromx = 51 to x = 100),
the plot on the bottom is the iteration count of the left half (from x = 1 to x = 50). It is easy to see the
times at which the problem is easier or more diffucult. The Newton iteration tells us about this difficulty.
When the temperature does not change in one time step, the Newton iteration does not have to take many
steps and therefore finishes quicker. This is exactly what happens at the minima of the temperature at the
boundaries. The minima of the boundary coincide with less Newton iterations in the half of that bound-
ary. So because the left boundary has four minima, there are four times where less Newton iterations are
used, these times coincide. This hold for the right half as well, only with two minima.

Figure 11 shows a plot of the solution and iteration count of coupling method (ii). In this plot the
information of where the problem is hard or easy to solve is lost. This is because one does not know
how fast the two GMRES loops combined converge, in other words with what error the program goes
to the next Newton iteration (see Figure 8). The program onlyconverges both GMRES loops once, it
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3 TEST PROBLEM 1: HEATING A 1-D ROD

Figure 10: Solution and number of iterations of coupling method (i) (the standard method). Newton
iterations in blue and average GMRES iterations per Newton iterations in red. Tolerances are10−3.
Upper plot is solution, middle plot is right half, lower plotis left half.

is not known whether this is always good enough to stop the Newton iteration, therefore the number of
Newton iterations is also affected by this. The number of Newton iterations will not provide a measure
for how hard or easy the problems is either. Overall this method should not be used, since it provides less
information about the difficulty of the problem at hand. Alsoit does not solve the problem faster than
coupling methods (i) and (iii).

Coupling method (iii) uses the strength of JFNK, as explained earlier. An iteration count plot of
coupling method (iii) is found in Figure 12. The amount of iterations, both Newton and GMRES, is
roughly constant. This is not surprising because the JFNK method without coupling (method III) also
had roughly constant iteration counts. This should be similar because only the evaluation of the function
F is used to solve the problem, which is in both cases the same function (although different boundary
conditions were used).

The reason why coupling method (iii) is better than couplingmethod (i) is seen in the second com-
parison of the methods. A plot of the relative speed of the methods is given in Figure 13. A value above
1 means the JFNK coupling was quicker, a value below 1 means the time level coupling was quicker. As
can be seen in the plot, JFNK was quicker with all tested accuracies. For example if the tolerance for
both the Newton iteration and the GMRES iteration is10−3, coupling method (iii) is almost three times
faster. This means the true JFNK method (coupling method (iii)) of solving coupled problems is at least
three times faster than standard coupling methods (coupling method (i), not with method III, but method
I).

The last test of how the coupling methods perform, was to testin more difficult circumstances. This
was done by increasing the time step,∆t. This makes the problem more diffucult because the Newton
loop has to adjust more to find the solution. Figures 14, 15 and16 show the results of this test. All three
coupling methods were tested here.

In Figures 14 and 15 it is clearly seen the solution is not the right solution. These are the plots of
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3 TEST PROBLEM 1: HEATING A 1-D ROD

Figure 11:Solution and iteration count plot of coupling method (ii). Tolerances are10−3. Upper plot
is the solution, lower plot has Newton iterations (in blue),average number of GMRES iterations per
Newton iteration of the left half (in green) and of the right half (in red).

coupling methods (i) and (ii). At the boundary between the two coupled halves of the rod the temperature
is in a local maximum or not smooth. Clearly these methods do not always work, since one does not know
what the error is and where the error is. The location(s) of the error are the variables which contribute
most to a norm used to define the error. For now the difference between solution of the coupling method
and the real solution is used as error. Here all the error is concentrated along the boundary between the
two halves.

However, the JFNK coupling method (coupling method (iii)) works fine under these circumstances,
as can be seen in Figure 16. There is no strange local maximum in the middle of the rod, nor any
irregularities. What does catch attention is the difference in iterations between methods (i) and (ii) on
the one hand and method (iii) on the other hand. In the case of the JFNK coupling method (method (iii))
more iterations were needed. This is probably because the iteration count plots in methods (i) and (ii)
contain only the count of the first time a loop converged. Thismeans the first time the Newton loop
converged in method (i) (Figure 14) and the first time both theGMRES loops converged in method (ii)
(Figure 15). However method (iii) (Figure 16) converges only once, because then the final answer is
obtained. Therefore the methods (i) and (ii) need more iterations than can be seen in these plots.
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3 TEST PROBLEM 1: HEATING A 1-D ROD

Figure 12: Solution and number of iterations of coupling method (iii).Tolerances are10−3. Upper
plot shows the solution, lower plot shows the iteration count plot. Number of Newton iterations in blue,
average number of GMRES iterations per Newton iteration in red.
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Figure 14: Time level coupling. Solution of the problem with large∆t. This results in errors in the
coupling area (in the middle of the rod) in ordinary coupling(coupling methods (i) and (ii)), not in the
JFNK coupling method (coupling method (iii)). Upper plot issolution, middle plot is the iteration count
plot of the right half, the lower plot is that of the left half.Number of Newton iterations is in blue, number
of average GMRES iterations per Newton iteration isin red.
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Figure 15:Newton level coupling. Solution of the problem with large∆t. This results in errors in the
coupling area (in the middle of the rod) in ordinary coupling(coupling methods (i) and (ii)), not in the
JFNK coupling method (coupling method (iii)). Upper plot issolution, lower plot is the iteration count
plot. The number of Newton iterations is in blue, the number of average GMRES iterations per Newton
iteration of the left half is in green, that of the right half in red.
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Figure 16:JFNK coupling. Solution of the problem with large∆t. This results in errors in the coupling
area (in the middle of the rod) in ordinary coupling (coupling methods (i) and (ii)), not in the JFNK
coupling method (coupling method (iii)). Upper plot is solution, lower plot is the iteration count plot.
Number of Newton iterations is in blue, the average number ofGMRES iterations per Newton iteration
is in red.
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4 Test problem 2: Molten salt reactor

A molten salt reactor (MSR) is a reactor in which the fuel is insolution with a molten salt. This allows
for the fuel to be pumped around in a system of pipes and other components. The basic scheme of an
MSR is found in Figure 17. In the first section a description ofboth the continuous time model and a
discretization of that model will be given. The discretizedmodel is used to do all computations of the
JFNK method with. This test problem was used because the mathematics and especially the coupling
is more difficult than in the first test problem. More difficultmeans that more Newton and GMRES
iterations are needed to reach the desired tolerance. Also this is a problem in the area of nuclear reactor
physics, which is of our interest.

Reactor Core Heat
Exchanger

Pump

z

Figure 17: Schematic view of a molten salt reactor, used in this projectto test the JFNK method. An
MSR consists of three elements with pipes in between to pump the salt around through the elements. The
elements are the reactor core, where fission takes place. Theheat exchanger, where the heat used to
generate electricity is taken out of the reactor. The third is the pump, to circulate the fuel-salt mixture
through the reactor.

4.1 Mathematical and computational model

4.1.1 Geometry of the MSR

There are three essential components of an MSR: the reactor core, the heat exchanger and the pump. The
reactor core is - in this model - a large cilindrical shaped vessel. This is where fission of the uranium fuel
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4 TEST PROBLEM 2: MOLTEN SALT REACTOR

takes place and thus precursors are produced. In a reactor where the fuel is not moving the precursors
decay on the same spot as where they were produced. However, in this model the fuel is being pumped
around and therefore the decay of the precursors takes placeelsewhere, even outside the reactor core.
The core is not just a hollow vessel, the fuel in the molten salt flows past bars of graphite, in order to
control the fission process.

The heat exchanger is used to extract heat from the fuel salt mixture and can be used to generate
electricity or for other purposes. The pump is used to transport the fuel salt mixture around the system,
without a pump the mixture in the core cannot cool down and thefuel elsewhere in the system is not used
in the fission process.

The model takes only one spatial dimension into account, differences in the radial direction are
neglected. The parameterz in Figure 17 denotes the direction of this spatial parameter. The positive
z-direction is also the direction of the flow in this model, theflow can however be easily reversed. The
parameterz is discretized in an integer number of elements, with different cross sectional areas in the
different components of the MSR.

4.1.2 Neutronics model

The neutronics model used is an adaptation of the standard point kinetics model. The model will consider
only the total amount of neutrons present in the reactor corein each time step. The model differs from
the standard point kinetics model for the amount of precursors, since the precursors are being pumped
around. Therefore the model describes the density of precursors in each element. The equations used in
the model are derived from the “standard” point kinetics model, which are

dN(t)

dt
=

ρ(t) − β

Λ
N(t) + λC(t) (32)

dC(t)

dt
=

β

Λ
N(t) − λC(t) (33)

WhereinN is the total amount of neutrons in the reactor core,C is the total amount of precursors present
in the core. The equations are differential equations in these two quantities.ρ(t) is the reactivity of the
core at timet, β is the delayed neutron fraction.λ is the precursor decay time,Λ is the neutron generation
time. In this model only one precursor group is taken into account, if one wants to look at the effect of
several precursors the termλC(t) changes into a sum over all different precursors and for every different
precursor group a seperate equation like equation 33 has to be used. The derived equations become

∂N(t)

∂t
=

ρ(T ) + ρext(t) − β

Λ
N(t) + λ

∫ H

0 A(z)C(z, t)φ(z)dz
∫ H

0 f(z)φ(z)dz
(34)

∂C(z, t)

∂t
=

βf(z)

ΛA(z)
N(t) − λC(z, t) − ∂

∂z

g(z, t)C(z, t)

A(z)
(35)

whereinN still denotes the total amount of neutrons,C(z) however denotes the precursor density at
positionz. This means some changes in the form of the equations, although they still mean the same.
The changes involve the cross sectional areaA(z) at z and the fission shapef(z). The fission shape, in
brief, determines where fission in the geometry of the reactor takes place. In this modelf is taken as
f(z) = 1

H
in the reactor core, withH the height of the reactor core, which is in this case the length of the

reactor core along thez-axis. Outside the reactor coref is taken asf(z) = 0. φ(z) is the adjoint-flux,
which is to describe the relative probability that a neutroncreated at a certain location will contribute to
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4 TEST PROBLEM 2: MOLTEN SALT REACTOR

the fission process. It is taken to be1 inside the core and0 outside the core. In the differential equation
of C the flow of the fuel salt mixture and therefore the precursorsis also taken into account, withg(z, t)
being the flow rate at positionz at timet. Also a difference is made between the temperature feedbackon
the reactivity and the external reactivity. Temperature feedback will be discussed later on, the external
reactivity is a parameter that simulates external sources of radiation or extra graphite near the reactor
core.

Because the total number of precursors is changed into a density of precursors, one has to integrate
equation 35 over the whole reactor to get equation 33 back. Ifone then multiplies the equation with a
factor ofA(z), the original point kinetics equation is obtained. This means the terms in equation 35 have
a different dimension than equation 33.

Equations 34 and 35 are discretized before they can be used inJFNK and become

Nn+1 − Nn

∆t
=

ρn+1 + ρn+1
ext − β

Λ
Nn+1 + λ

∑

j Aj∆zCn+1
j φj

∑

j fjφj

(36)

Cn+1
j − Cn

j

∆t
=

βfjN
n+1

ΛAj∆z
− λCn+1

j −
gn+1Cn+1

j

Aj∆z
+

gn+1Cn+1
j−1

Aj∆z
(37)

In these equations some extra notation is introduced.∆z denotes the size of an element in thez-direction,
∆t is the time discretization. The subscriptj on any variable means it is the value of elementj of that
variable and the superscriptn or n+1 denotes the value of that variable on the current or the next instant
in time. Hereg is taken to be constant throughout the reactor and in time. The flow rate has to be a
constant throughout the reactor, or fuel-salt mixture willaccumulate at one point in the reactor. It is
also taken to be constant in time as to simplify the outcomes of the model. An important aspect of the
discretized equations is that this set of equations only holds wheng(z, t) ≥ 0 (upwind model), because
of the way the derivative with respect toz is discretized. If it is discretized otherwise, the flow ratecan
be negative and zero (downwind model).

4.1.3 Thermo hydraulic model

The thermo hydraulic model used for this simulation takes three effects into account. The production of
heat by fission of the fuel in the fuel-salt micture, heat transport by the forced convection of the pump in
the reactor cycle and the cooling of the fuel-salt mixture inthe heat exchanger. Each of the three modeled
effects are discussed seperately below.

The equation

q̇′′′(z, t) =
pfissf(z)

ΛνA(z)
N(t) (38)

is used to describe production of heat in the model, it is derived from the expression of the total generated
heat in the reactor core, which is given byP = NvΣF pfiss. In this expressionP stands for the total heat
generated in Watts,N is the number of neutrons inside the core,v is the average velocity of the neutrons
in the core (in cm/s).ΣF is the macroscopic fission cross section, which is the probability a neutron
collides and induces fission per centimetre traveled insidethe core.pfiss is the average amount of heat a
nucleus generates when a neutron induces a fission of the nucleus. Equation 38 is derived by multiplying
the expression for the total amount of generated heat byf(z)/A(z), which gives an expression of the
heat generated per unit volume, which is denoted byq̇′′′. With the definition ofΛ = (vνΣF )−1 the
derivation is complete,ν being the average number of neutrons produced per fission.
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The change in energy at a certain pointz due to the forced convection of the pump is given by
−∂(uhfuel)/∂z. In this expressionu(z, t) is the speed of the fuel-salt mixture andhfuel(z) is the
thermal energy of the fuel-salt mixture. This results in

φ′′′
convection = −(ρcp)fuel

∂

∂z

g(z, t)

A(z)
T (z, t) (39)

when these two relations are used:u(z, t) = g(z, t)/A(z) andhfuel(z) = (ρcp)fuelT (z, t). In these
relationsρ is the density of the fuel-salt mixture andcp is the heat capacity of the fuel-salt mixture.

The heat flow out of (or into in rare cases) the fuel-salt mixture in the heat exchanger is modeled
according to Newton’s Law of Cooling, which iṡφq = hA∆T . φ̇q is the heat flow out of the fuel-
salt mixture into the coolant,h is the heat exchange coefficient, which is a heat exchanger and flow-rate
dependent parameter and∆T is the temperature difference between the fuel-salt mixture and the coolant.
The temperature of the coolant is chosen to be constant for simplicity. The expression for the heat flow
per volumic unit,φ̇′′′, is

φ̇′′′(z) =
h(z)O(z)

A(z)
(T (z, t) − The) (40)

in whichThe is the temperature of the coolant in the heat exchanger andO(z) is the circumference of the
heat exchanger, which defines the area the heat can flow through.

The three described effects provide terms for the right handside of the equation, the left hand side
consists of the change in heat in the fuel, that would be∂(hfuel)/∂t. For simplicity the temperature of
the graphite in the reactor core is taken to be equal to the temperature of the fuel-salt mixture. This means
that when the temperature of the fuel-salt mixture changes,the temperature of the graphite changes and
therefore∂(hfuel)/∂t does not cover the total change in energy. Insteadhtotal(z) = hfuel +hgraphite(z)
is introduced, which is the total thermal energy, of both thefuel-salt mixture and the graphite in the
reactor core.htotal can be written ashtotal = (ρcp)total(z)T (z, t), with (ρcp)total as

(ρcp)total(z) =

{

(ρcp)fuel + cp,graphiteMgraphite/Vfuelincore Inside core

(ρcp)fuel Outside core
(41)

WhereMgraphite is the total mass of graphite in the core andVfuel is the total volume of fuel in the core.
The values for(ρcp)fuel are 4 outside the core and 8 inside (in J/cm3), in all models in this report. The
total energy balance equation then becomes

(ρcp)total(z)
∂

∂t
T (z, t) =

pfissf(z)

ΛνA(z)
N(t)−(ρcp)fuel

∂

∂z

g(z, t)

A(z)
T (z, t)−h(z)O(z)

A(z)
(T (z, t)−The) (42)

which takes the three effects into account and uses the correction for the changes in temperature of the
graphite. The discretized equation is then

(ρcp)total,j

T n+1
j − T n

j

∆t
=

pfissf(z)

ΛνA(z)
Nn+1−(ρcp)fuel

[

gT n+1
j

Aj∆z
−

gT n+1
j−1

Aj∆z

]

− hjOj

Aj
(T n+1

j −The) (43)
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4.1.4 Temperature feedback

The only feedback onto the reactivity taken into account in this model is that of the temperature. The
core is modelled as critical at a certain equilibrium temperatureT0, with a temperature differential as

∂ρ

∂ < T >
= α (44)

where< T > is an average of the temperature in the reactor core [3]. Since theα is a constant, the
reactivity is proportional to the average temperature. However proportionality leaves room for a constant
between the average temperature and the external reactivity. This constant introduces the equilibrium
temperature at which the reactor is critical. Which means the reactivity as a result of the temperature
feedback (not the external reactivity) can be written as

ρn+1 = α(
∑

j

fjT
n+1
j − T0) (45)

The sum in this expression can be seen as a weighted average ofthe temperature, it is the average
temperature of the reactor core. This equation is directly substituted in equation 36 in the model.

4.2 Three versions of the MSR

There are three versions of the model of the Molten Salt Reactor (MSR), in each version more effects
are taken into account. This was done in order to build up the program in steps, as to find out where the
JFNK method might not work. In the following three paragraphs the model of each version is described,
as well as the results of the three versions. Also the encountered problems are mentioned and, when
solved, their solution.

4.2.1 Version 1: Point kinetics

The standard point kinetics equations are solved using the JFNK method, in this version. The point
kinetics equations are found in equations 34 and 35. In this version the fuel is stationary and there is
no thermal feedback. The thermohydraulics part of the modelis not considered either in this version.
This version is used to compare the JFNK method to a direct solver, to see whether the JFNK method
produces the right answers.

Three situations are used to compare the two methods with both small and large time steps.ρ in the
point kinetics equations is the external reactivity, whichmeans a positive value forρ means a supercritical
reactor, a negative value forρ means the reactor is subcritical. The tests that are presented here are with
ρ = +β/2, a supercritical reactor. This is considered on two time scales, a large scale with∆t = 1s and
a small scale with∆t = 1ms.

In the situation of a supercritical reactor core (ρ = +β/2) the number of neutrons and number of
precursors should grow exponentially. There should also bean initial jump in the number of neutrons
[4]. This jump should be of heightβ/(β−ρ) times the initial value of the number of neutrons. The other
two situations whereρ = 0 andρ < 0 have also been tested, but are not presented here. In the caseof a
critical reactor (ρ = 0) the number of neutrons and precursors should remain constant. In the case of a
subcritical reactor (ρ < 0) the number of neutrons and precursors should decrease, also with the initial
jump but in the opposite direction (downward). The model performed well in these situations.

Figures 18 and 19 are the plots of the direct solver and of the JFNK method. As can be seen the
two models produce the same solution. The initial conditions areN = 100 andC = 50, 000. Also it is
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not a difficult problem, since not many Newton and GMRES iterations are needed to solve the problem.
However the JFNK algorithm needed two Newton steps in the case of ∆t = 1 (Figure 18). This can be
brought down to one iteration by making the tolerance for GMRES smaller.

4.2.2 Version 2: Feedback and spatial model

Version 2 uses the point kinetics equations with the spatialdistribution of the precursors, as in equations
34 and 35. The temperature is accounted for in this version aswell, however the reactor core cannot cool
down, since the fuel-salt mixture is not being pumped around. Only the part of the fuel-salt mixture that
happens to be in the heat exchanger can be cooled, the fuel-salt mixture that is in the reactor core will
never lose its heat to the heat exchanger. This version also uses the temperature feedback.

A slight adjustment to the model is made, in order to test thisversion. Since the fuel-salt mixture in
the reactor core cannot cool down, the reactor will always shut itself down, because of the temperature
feedback. Therefore the heat exchanger is enlarged so the whole reactor system is cooled down, the
reactor core included. When the core is cooled, the reactor does not shut itself down and tests with the
external reactivity (ρext) can be done.

Figure 20 shows a plot of the number of neutrons, the number ofprecursors, the temperature and
iteration counts in the shut down situation, the reactor core is not cooled in this plot. The plot in Figure
21 shows the same variables, but now the reactor core is cooled, so it reaches its equilibrium. This
equilibrium is verified by substituting all values of the equilibrium state in the governing equations,
equations 34 , 35 and 42. In both plots the initial conditionsareN = 1011, C = 108 andT = 600. This
problem is again an easy problem to solve for the JFNK method,since only one Newton iteration is used
most of the time, only in the first few steps more than one iteration is used.

One of the inputs in the model is the external reactivity, which can be varied over time. To test how
the model handles changes in the external reactivity, some rather odd functions were used as input for
the external reactivity. The input functions are sine functions, jumps and ramps. Some input functions
that the model handles well can be seen in Figures 22 and 23.

However, not all jumps are handled correctly by the model. Whenever a jump of about+β is made
in the input function of the external reactivity, the JFNK method does mostly not find the right solution.
It does, in fact, find a solution of the equation, this is however not always a relevant solution. The set
of governing equations does not have only physical realizable solutions, some are not realizable. The
non-relevant solution is, in all cases investigated in thisresearch, easily spottable. In such a case some
quantities become negative at some point in the simulation.A plot of this situation is shown in Figure
24.

This peculiar behaviour can be corrected by changing the time step whenever such a step in the
external reactivity occurs. The JFNK method will provide the correct solution when the time steps of the
order of one milisecond are used, however, to simulate the same running time of the reactor the number
of total steps will be several orders of magnitude larger. Since this is not practical, it is best to locally
change the time step magnitude when the times at which the jumps occur are known or introducing
variable timestepping in the algorithm. A Figure of the system with a jump in the external reactivity and
small time step is shown in Figure 25.

Also notice that in all problems with a non-zero external reactivity more Newton iterations are needed
to solve the problem. In general the number of iterations needed is between one and six. This means a
problem with external reactivity is a harder problem than the problem in test problem 1.

Another problem occurs when the model is used with large differences in the numbers of neutrons,
precursors and the temperature. This problem can be evaded by using relative variables, as discussed in
the section mathematical theory. However, this does not guarantee a correct solution, even these relative
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(a) Solution with a direct solver. N is the number of neutrons, C is the number of precur-
sors.

10
0

10
1

10
2

0

1

2

3

4

5

6

7
x 10

6 N

10
0

10
1

10
2

0

2

4

6

8

10

12

14

16

18
x 10

8 C5

10
0

10
1

10
2

0

0.5

1

1.5

2

2.5

3

3.5

4
Newton and GMRES

(b) Solution with JFNK. N is the number of neutrons, C5 is the number of precursors.
Iteration count plot is on the right, number of Newton iterations in blue, number of average
GMRES iterations per Newton iteration in red.

Figure 18:Comparison of solutions produced by a Matlab solver and the JFNK method. In this example
the reactivity isρ = β

2 , the time step is∆t = 1.
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(a) Solution with a Matlab solver. N is the number of neutrons, C is the number of precur-
sors.
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(b) Solution with JFNK. N is the number of neutrons, C5 is the number of precursors.
Iteration count plot is on the right, number of Newton iterations in blue, number of average
GMRES iterations per Newton iteration in red.

Figure 19:Comparison of solutions produced by a Matlab solver and the JFNK method. In this example
the reactivity isρ = β

2 , the time step is∆t = 10−3.
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Figure 20:Plot shows the number of neutrons in the reactor, number of precursors in cell 4 (which is in
the core), the temperature of cell 4, the external reactivity and the number of iterations. The reactor core
is not cooled, therefore the reactor shuts itself down.
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Figure 21:Plot shows the number of neutrons in the reactor, number of precursors in cell 4 (which is in
the core), the temperature of cell 4, the external reactivity and the number of iterations. The reactor core
is cooled, therefore it reaches an equilibrium state.

33



4 TEST PROBLEM 2: MOLTEN SALT REACTOR

0 100 200 300 400 500 600 700 800 900 1000
0

2

4
x 10

27 N

0 100 200 300 400 500 600 700 800 900 1000
0

1

2

3
x 10

24 C4

0 100 200 300 400 500 600 700 800 900 1000
400

500

600
T4

0 100 200 300 400 500 600 700 800 900 1000
−4

−2

0

2

4
x 10

−3 ρ
ext

0 100 200 300 400 500 600 700 800 900 1000
0

5

10
Newton and GMRES

Figure 22:As function forρext some jumps and two ramps are used to test the model. This function is
handled with succes.
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Figure 23:As function forρext some jumps and a sine function are used to test the model. Thisfunction
is handled with succes.
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Figure 24:Jump in the external reactivity of+β, this causes the method to find a non-relevant solution
of the equations (a solution that is not realizable). The number of neutrons in the core becomes negative
in this solution. The maximum number of Newton iterations was set to 100, since the algorithm never
used more that 20, the Newton loop did converge.
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Figure 25:Solution of the JFNK method of a jump of+β in the external reactivity, with a small time step
(∆t = 10−3s). This produces the right solution, as opposed to a solutionwith a larger time step.

variables can be too far apart. Relative variables were alsodiscussed in the mathematical theory of JFNK
section.

4.2.3 Version 3: Complete model

Version three is the same as version except for the pump, in this version the pump is ”switched on”. This
means the governing equations were adapted for use with the pump, all terms with the flow-rate in it
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(g(z, t)) were previously neglected. The test of this version consists of pumping around precursors. An
additional test is performed by measuring the total number of precursors when they are being pumped
around, when the decay is set to zero (λ = 0), this will be a constant. The model is also tested by letting
the reactor reach an equilibrium state starting with a non-equilibrium state.

Figure 26 shows a spatial and temporal plot of the test where precursors are being pumped around.
The reactor starts with a high concentration of precursors in cells 75 through 100. While the fuel-salt
mixture is being pumped around the precursors move through the system and dissipate throughout the
reactor. Figure 27 shows the same solution, with a plot of thetotal amount of precursors, which should
be a constant. This plot also shows the precursor density andtemperature of the fourth cell. In this test
not many Newton iterations are needed to solve the problem, only one or two. Apparently this is easier to
solve than a problem with a non-zero external reactivity. There were also few GMRES iterations needed
to solve the problem.
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Figure 26:Spatial plot of the test where precursors are pumped around the reactor, decay of the precur-
sors is not accounted for in this test (λ = 0), as to test whether the model takes into account the diffusion
of the precursors. The fuel-salt mixture flows from cells with lower index to cells with higher index.

The final test consists of letting the MSR reach an equilibrium state starting with a non-equilibrium
state. This shows the model works when using a non-zero flow rate. The plot of this simulation can
be found in Figure 28. Notice that very few Newton iterationsare needed. Mostly just one Newton
iteration, that is much less than the problems where the external reactivity is non-zero. Also the test
where precursors are just being pumped around is easy, it also uses mostly one Newton iteration. As to
put JFNK to the test, one can best use a problem where the external reactivity is non-zero.
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Figure 27:Same solution as in Figure 26, with a plot of the total number of precursors in the reactor.
This should be a constant, as precursor decay is “switched off” ( λ = 0). In this test hot fuel-salt mixture
was pumped around as well, as can be deduced from the plot of the temperature of cell 4. There is an
initial jump in the plot because Matlab cannot plot a straight horizontal line from data points, and has
nothing to do with the solution.
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Figure 28:Test of the final model of the MSR, the reactor reaches an equilibrium state, starting from a
non-equilibrium state. This solution is with no external reactivity. The GMRES plot is average number
of GMRES iterations per Newton iteration.
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5 Conclusions and discussion

We have studied JFNK methods, or more precise the application of JFNK methods in nuclear reactor
physics. In this project is may be concluded JFNK has many applications in nuclear reactor physics.
Because many reactors have governing equations of different areas of physics. This is exactly the strength
of JFNK, it can solve coupled problems quickly. The full potential of JFNK has not been discovered in
this project, since not everything about JFNK has been investigated. Also the test problems were not too
difficult for the JFNK method, the harder problems where JFNKcould break down have not been found.

In this research two test problems were used, the first was a 1-D rod which was heated on both ends
and radiated heat away in the radial direction. In this test problem the differences between “ordinary”
methods and the JFNK method were investigated. The second test problem is a simulation of a Molten
Salt Reactor (MSR), this problem is harder to solve than the 1-D rod, since different “kinds” of physics
are involved in the same problem. This is an aspect the JFNK method is supposed to handle well, this
test problem is used to find that out.

Three different methods of the same model of the 1-D rod were used. Just a Newton iteration with a
solver for the matrix equation (method I), a Newton iteration with GMRES to solve the matrix equation
without the JFNK approximation of the Jacobian (method II),and last a Newton iteration with GMRES
and with the JFNK approximation (method III). The time it took to run the simulation of methods II and
III was compared. In general method III was faster than method II, except for some cases in which the
tolerance of the error was extremely small.

Also the coupling of two systems was tested using the first test problem. In this test the rod is divided
into two parts, which can only “see” each other through the neighbouring value of the temperature. In
effect this means solving both halves as if it is one rod. The difficulty is that by changing the solution of
one part, affects the temperature at the divide, and therefore the solution of the other part. This coupling
was done in three ways, two where values on the divide are exchanged (after each Newton loop or after
each GMRES loop) and the JFNK method.

All three method produce the same solution when the tolerances are tight enough. The JFNK method
finished the calculation more than twice as fast as the other methods, because in total less iterations
are used. Also there is not a measure of the error in the solution in the ordinary coupling methods. A
situation where this causes problems is found in the ordinary coupling methods. The JFNK method does
have a measure for the error in the solution, and therefore has a better stop criterion. The JFNK method
does calculate the right solution in the case where the ordinary coupling methods fail.

The second test problem, the MSR, is constructed step by step, meaning there are three different
versions. The first is made using just point kinetics equations. The second has the spatial configuration of
an MSR but the fuel-salt mixture is not being pumped around. In the third method the pump is “switched
on”, this is the complete model. All three methods work well,when used with scaled variables. The
method produces wrong solutions when the numbers it uses to calculate are “too far apart”. All numbers
are stored as a floating point number, therefore if the exponent of a number is much smaller than that of
the other, addition of the two numbers might result in neglecting the smaller of the numbers. This will in
turn give rise to errors like a negative number of neutrons ora negative temperature.

The point kinetics model is tested by comparing the solutionto a model which does not make use
of JFNK. The second model, with temperature feedback and hasthe spatial configuration, is tested in
different situations. This model is tested qualitatively,like a test where the heat produced in the reactor
core cannot flow out of the core. In this case the reactor should shut down, which it does in this model.
The third model uses a pump to pump around the fuel-salt mixture. This model is tested by pumping
around precursors, without letting them decay. This shouldresult in a high concentration of precursors
flowing around the system, while dissipation spreads them through the reactor. The total number of
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precursors is also tracked, since the total number should not change when decay is not taken account of
in the model. The full model is also tested with a situation inwhich the pump is started, which would be
the start up of the reactor.

In conclusion, Jacobian-Free Newton Krylov methods are good methods to find a solution of systems
with different parts of physics involved. It solves the problem quicker than the “standard” methods. It
solves the problem without a concentration of the error, avoiding incorrect solutions. And it is applicable
to all problems of which the governing equations are known, not necessarily the Jacobian matrix of the
system. Which allows solving many more problems.

5.1 Future work

The most promising aspect that is left out of this research due to a lack of time is preconditioning. With
using preconditioning without JFNK one simplifies the matrix equation (the set of governing equations)
by multiplying both sides of the equation by the same matrixP. This matrixP is constructed in such a
way that the equation will be easier to solve, in practice this means transforming the equationAx = b
into PAx = Pb. In this equation the matrixPA looks more like the identity matrix than the matrixA and
therefore the equation is easier to solve.

However, when using JFNK, there is no matrixA, since the matrix vector product is approximated in
JFNK. Therefore the exact workings of preconditioning willbe different when used with JFNK. There
are many different ways of using preconditioning. One of themost popular methods is “physics based”
preconditioning, where in essence each part of physics in the problem is solved independent of the others.
Before solving the whole coupled set of equations.

The exact workings of preconditioning are not part of this report.
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A NOMENCLATURE

A Nomenclature

u State vector of model
δu Step of Newton iteration
F Vector function, JFNK finds its roots
ǫ Parameter for Jacobian approximation
k Index for Newton loop
n Index for time
i Index for position
J Jacobian matrix
τ Tolerance for stop criteria
v Vector in GMRES, in matrix vector product withJ

Tleft andTright Boundary conditions in first test problem K
∆x Spatial step cm
∆t Temporal step s
L Length of rod in first test problem cm
k Thermal conductivity in first test problem W/mK
σ Stefan-Boltzmann constant 5.67 · 10−8 W/cm2K4

N Number of neutrons in the reactor #
C Precursor density in the reactor # /cm−3

ρ Reactivity of the reactor core
ρext External reactivity
β Delayed neutron fraction
Λ Neutron generation time s
λ precursor decay constant 1/s
A Cross sectional area cm2

φ Adjoint flux
f Fission shape 1/cm
g Flow rate of fuel-salt mixture cm3/s

pfiss Average energy per fission 3 · 10−11 J/fission
ν Average generation of neutrons per fission 2.5 # /fission

(ρcp) Heat per volume of fuel or fuel-graphite J/cm3

T Temperature of fuel-salt mixture in test problem 2 K
h Heat exchange coefficient W/cm2K
O Circumference of heat exchanger cm
The Temperature of heat exchanger coolant K
α Temperature feedback coefficient 1/K
T0 Equilibrium temperature of reactor K
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