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Abstract

The supercritical water reactor is a generation IV reactor design which uses
supercritical water as a coolant. Supercritical fluids are unique in that there
is no phase change during a heating process. By using supercritical water as a
coolant, the reactor design can therefore be kept relatively simple and a higher
thermal efficiency (44%) can be attained due to the huge increase in tempera-
ture (compared to for example a boiling water reactor).

Heat transfer to supercritical fluids is very different from heat transfer to sub-
critical fluids, due to sharp variations of the fluid properties with temperature.
As a result, well-established heat transfer correlations fail to capture the heat
transfer phenomena associated with supercritical fluids. A topic that has not
yet been thoroughly investigated as well is the thermal development length of
such fluids in channels, pipes and annuli. This is the length, measured from the
inlet, it takes for the heat transfer coefficient to become constant.

To investigate this length, a semi analytical and a numerical study were made.
For the numerical study, the open source software package OpenFOAM was
used. The OpenFOAM code was validated against 18 cases selected from seven
different literature sources. Only steady-state and laminar flow conditions were
considered in order to focus on the variable property effect on heat transfer.
For the investigation of the thermal development length, an annular geometry
is chosen, with a constant uniform wall heat flux at the inner wall. The outer
wall is considered to be adiabatic. This system can be related to a fuel rod,
cooled by supercritical water.

Heat transfer to supercritical COs was extensively investigated. It was found
that an increase in heat transfer along the length of the annulus is due to the flow
acceleration and the steep increase of the specific heat capacity c,. An increase
in the wall heat flux causes the thermal boundary layer thickness to become
smaller, which is due to increasing ¢, and decreasing thermal conductivity A at
the wall. Because fully developed flow was not apparent within the investigated
domain, the coordinate at which a local increase of heat transfer enhancement
occurs and where the inlet effect on heat transfer is no longer apparent is used
to quantify the boundary layer behaviour.

This coordinate was investigated for a wide range of mass fluxes and wall heat
fluxes. A relationship between system parameters and this coordinate was found
for both supercritical COy and supercritical water. The relationships are not
able the capture the effect of different inlet temperatures yet.

A method to include the inlet temperature in the relationship is presented for
future work. It is also recommended to find similar relations for the prediction
of the coordinate where there is a local maximum in heat transfer. If these kind
of relationships can also be made for turbulent cases, they will be not only valu-
able in the design of laminar, but also turbulent supercritical fluid heat transfer
equipment.
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Nomenclature

Table 1: Regular symbols

constants in power regression
matrices in discretized momentum equation
constants in integral approximation method
constant in integral approximation method
specific heat capacity
channel height, pipe diameter, annular hydraulic diameter
friction factor
gravitational acceleration
mass flux
enthalpy
tc heat transfer coefficient
Unit matrix
thermal diffusivity
K, constant in integral approximation method
Kr, constant in integral approximation method
L length
L thermal development length
Ling thermal boundary layer development length
n normal vector
D total pressue
Prgh p—pg- I
q heat flux due to conduction
a., wall heat flux
" volumetric heat production
radial coordinate
inner wall radius
outer wall radius
temperature
bulk temperature
critical temperature
pseudo-critical temperature
wall temperature
inner wall temperature
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Table 2: Greek symbols

—1(0p
/8 T <8T) ref

=1 (9%
Y o <8T ref
0  boundary layer thickness
¢ =3(%)

T A \9T /ref
¢  help variable in OpenFOAM
® viscous dissipation
1 dynamic viscosity
p  density
1) representation of property or temperature in spline function
T  stress tensor

Table 3: Dimensionless numbers
p’gBawd® . p?gBATd’

Gr Grashof number, &40~ or
Nu Nusselt number, 2
Nus  Nusselt number in the fully developed region
Pe Peclet number, U}gd
Pr Prandtl number, %
Ra Raleigh number, GrPr
Re Reynolds number, %
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Chapter 1

Introduction

Supercritical fluids are fluids at conditions above the thermodynamic critical
point. Such fluids experience sharp property variations and they experience no
phase change during a heating process. Supercritical fluids are used in many
industrial applications. Some examples include supercritical COs extraction,
supercritical boilers (Jiang et al.[22]) and it has even been suggested to use
supercritical COq in air-conditioning systems (Lorentzen and Pettersen[31]).

A technological challenge which is very relevant for the future is to meet the
growing energy demand due to a growing population, while reducing the exhaust
of green-house gases. To help meet that challenge, six new nuclear reactor con-
cepts have been proposed within the Generation IV International Forum. One
of these concepts uses supercritical water as a coolant and is therefore called
the supercritical water reactor (SCWR). A few of its advantages are: a higher
thermal efficiency (44%) due to higher temperatures®, relatively simple design,
much of the technology required is already known (from fossil fuel power plants)
and a passive safety system (NERAC and GIF[7]).

In Europe, research on the SCWR has culminated into one design, which is
called the High Performance Light Water Reactor. This reactor design operates
at a pressure of 25 MPa and at a temperature between 280 °C to 500 °C. Fischer
et al.[14] recently proposed a reactor vessel design for the HPLWR. This design
is displayed in figure 1.1.

Within the reactor vessel, there are multiple fuel assembly (FA) clusters, which
consist each of 9 assembly boxes (shown in figure 1.2). Within each assembly
box, there are 40 fuel rods, in which fission takes place. In each fission reaction
energy is released, which causes the fuel rod to heat up. In order to utilize
the energy released in each fission reaction, the heat of fuel rod is (partially)
removed by supercritical water. The supercritical water in turn is heated, which
is directly used to drive a turbine after it has left the reactor vessel.

One of the challenges in the design of the HPLWR is to know the exact heat
transfer characteristics from the fuel rod to the supercritical water. This is
necessary to ensure safe reactor operation (to prevent fuel cladding failure).
Because the properties of supercritical fluids vary sharply with temperature,

1A SCWR typically operates at temperatures 280-500 °C, whereas for example a boiling
water reactor operates at temperatures of 269-286 °C Duderstadt[11].
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Figure 1.1: Proposed reactor vessel design. Figure adapted from Fischer et al.[14].
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adapter from Fischer et al.[14].

heat transfer to supercritical fluids is not easily captured with well-established
relations and it is, in fact, an area of on-going research.

1.1 Fluids at supercritical pressures
All fluids (and gases) have a point in T,p-coordinates above which the boundary

between the gaseous phase and liquid phase no longer exists. This point is called
the critical point. Table 1.1 lists the critical points for water and COs.



Table 1.1: Critical pressures and temperatures for
water and carbondioxide.

Fluid per (MPa) T.. (°C)
Water 22.1 374.0
COq 7.38 31.0
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Figure 1.3: Fluid properties of water and CO2 at supercritical pressures plotted
against (T' — Tpc)/Tpe. Data taken from NIST-Database[51].

A fluid in the thermodynamic supercritical regime is called a supercritical fluid.
Although there is no phase change in supercritical fluids, it’s properties (p, ¢p, A
and p) vary sharply with temperature (or enthalpy). The specific heat capacity
shows a peak at the critical point. For pressures higher than p.., this peak
defines the pseudocritical temperature T}, which is higher than T¢,. Around
Thpe, the properties of the supercritical fluid still vary sharply with temperature,
but less so than around T,,. This can be seen in figure 1.3.

The thermal conductivity of water shows a peak value as well. The location of
this peak however, is not the same as for specific heat capacity.



1.1.1 Heat transfer phenomena

Fluids with density variations exhibit different flow and heat transfer phenom-
ena compared to constant property fluids. Such flows experience a combination
of forced and natural convection, which is called mixed convection (this is dis-
cussed in the next chapter). Examples of this are heated gases. Due to the
sharp density variation in supercritical fluids, especially near the pseudocritical
point, heated supercritical flows share similar flow and heat transfer phenomena,
with mixed convection. However, because the other properties vary sharply in
supercritical flows as well, unique heat transfer phenomena are seen in super-
critical fluids.

Comprehensive reviews of heat transfer phenomena in supercritical flows were
made by Pioro and Duffey[43], Duffey and Pioro[12] and Pioro et al.[44]. From
these surveys, it can readily be seen that most experiments with heat transfer to
supercritical fluids (water and carbondioxide) were done at turbulent conditions
and within tubes.

In almost all experiments with supercritical fluids, the heat transfer coefficient
shows a peak at a certain point along the axial length of the test tube. This
peak decreases with an increase in pressure, and occurs when the film tempera-
ture, defined as (T, +T3)/2 is near the pseudo-critical temperature, according to
Swenson[49]. Similar results were obtained by Yamagata et al.[56]. They found
that the peak occurred when the bulk temperature was near the pseudocritical
temperature. This is shown in figure 1.4.
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Figure 1.4: Heat transfer to supercritical water flowing through a tube. Figure
adapted from Yamagata et al.[56].

Various authors found that if the wall temperature exceeded the pseudocritical
temperature, the heat transfer became deteriorated. An example of heat transfer
deterioration is shown in figure 1.5; it can be clearly seen that the heat transfer
is in the deteriorated regime.
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Figure 1.5: Heat transfer to supercritical water flowing through a tube. Figure
adapted from Mokry et al.[35].

Various authors proposed criteria for deteriorated® heat transfer. These are
summarized in table 1.2:

Table 1.2: Deterioration criteria as found by various
authors. © Information taken from [12].

Authors Criterion Fluid
Vikhrev et al. [52] q.,,/G > 0.49 Water
Shiralkar and Griffith.[48]* q,,/G > 0.1161 COq

Ornatsky et al.[40] q.,,/G >0.95—1.05 Water
Yamagata et al.[56] ¢, = 0.2G"/? Water

The table shows that heat transfer deterioration depends on the wall heat flux
q,, (kJ/kg) and the mass flux G (kg/m?s).

1.2 Project Goals

An often used parameter for the design of heat transfer equipment is the thermal
development length (also called the thermal entry length). This is the length it
takes for the heat transfer coefficient to become constant (see chapter 3 for more

2Deterioration of heat transfer is not always defined the same manner. Here, the definition
given by Pioro and Duffey[43] is adopted. There are three modes of heat transfer: normal,
deteriorated and enhanced. Normal heat transfer is associated with convection of sub-critical
fluids. For these situations, the Dittus-Boelter relations hold. Deteriorated heat transfer (in
supercritical fluids) means that the heat transfer coefficient is lower than that of the Dittus-
Boelter relation, whereas enhanced means the opposite.

10



details). The thermal development length marks the region with highest aver-
age heat transfer in sub-critical fluid flows. Little has been published regarding
the thermal development length in supercritical fluids. Annular geometries are
often encountered in heat transfer equipment. Such geometries also bear close
resemblance to a single fuel rod in a HPLWR, which is cooled by supercritical
water flowing around it. Therefore, the first two objectives of this study are:

1) to investigate the thermal boundary layer thickness in laminar upward
supercritical flows in an annulus

and

2) to find a relation between the thermal development length and the system
parameters mass flux and wall heat fluz.

Laminar flow conditions were chosen in this study to fully focus on the effects
that variable properties (in supercritical fluids) have on the thermal develop-
ment length and to exclude any effect turbulence might have. To model heat
transfer phenomena to supercritical fluids, the (free) open source CFD package
OpenFOAM is used, because the source code is completely accessible and mod-
ifiable. Because the research group Physics of Nuclear Reactors was unfamiliar
with this CFD-package, a third objective of this study is:

3) to investigate the performance of OpenFOAM, with respect to modelling
heat transfer to supercritical fluids.

In chapter 2, a literature survey is presented. The basic theory underlying
the present study is presented in chapter 3. The third goal will be treated
in chapter 4 and 5. The first and second goals will be treated in chapter 6.
Following chapter 6, the main conclusions are drawn and recommendations for
future work are given.

11



Chapter 2

Literature Survey

In order to understand the heat transfer and flow phenomena associated with
annular flow and fluid flows at supercritical conditions, a literature survey was
made. The survey starts with fluids in annuli at regular pressures with constant
fluid properties. Then, the effect of buoyancy due to changes in density in mixed
convection (combined forced and natural convection) is discussed. Finally, a
review with respect to fluid flows at supercritical pressures is given.

2.1 Laminar constant property flows

Shah and London[47] provide a comprehensive study on the development length
of the thermal and momentum boundary layers in various geometries (including
annuli), as well as heat transfer relations valid in the entry region. More recent
contributions to the entry length of the thermal and momentum boundary layers
were made by Weigand et al.[54] and Poole[45].

2.1.1 Heat transfer in annuli

Weigand et al.[54] derived analytical solutions for the temperature profile in the
thermal entrance region of concentric annuli for two sets of boundary conditions.
The solutions take the form of summations of eigenvectors with corresponding
eigenvalues. No approximations with regard to axial conduction or velocity
profile are made!. Fluid properties are considered to be constant. The Nusselt
numbers as a function of the axial length for different Peclet numbers are pre-
sented, as well as radial temperature profiles. It is observed that local Nusselt
numbers for small Peclet numbers are higher than for cases with high Peclet
numbers (negligible axial conduction). Thus, the thermal entrance length is
longer for non-negligible axial conduction. In the conclusion, Weigand et al.[54]
state that axial heat conduction effects can be ignored for Peclet numbers greater
than 80.

1 Axial conduction is usually neglected and the Lévéque approximation is often used. See
chapter 3
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2.1.2 Momentum development length in annuli

Poole[45] describes a method to calculate the development length of a momen-
tum boundary layer for fully developed laminar flow in concentric annuli. By
using a characteristic length h*, a single relation can be used for annuli with dif-
ferent inner/outer radius ratios N = R;/R,. The modified characteristic length
h* is defined as:

h*/h = —0.1191n(N) + 1 (2.1)

in which h is the width of the annular gap. In conjunction with a relation by
Durst et al.[13] valid for two-dimensional channels, the development length Xp
for annular channels is accurately described by:

1/1.6

Xp/h* = ((0.631)"° + (0.0442Re) %) (2.2)

Poole’s results are interesting because he shows that the development of the
momentum boundary layer for N > 0.5 is the same as in parallel flat-plate
channels, which makes equation 2.1 redundant for annuli for which N > 0.5
holds. The same is noted for heat transfer in Weigand et al.[54].

2.2 Laminar mixed convection (sub-critical)

Mixed convection is a combination of forced convection and natural convection.
It occurs in forced convection flows which are heated and for which density
differences are not negligible. Mixed convection has been investigated by various
authors.

2.2.1 M-shaped velocity profile and flow reversal

Hanratty et al.[18] studied heat transfer in mixed convection numerically and
experimentally at low Reynolds numbers. They derived the steady-state velocity
and temperature profiles at a distance far from the entry of the tube analytically
by using the Boussinesq approximation. In these derivations, it is shown that
for different Gr/Re numbers, the velocity near the wall is increased, while the
velocity in the center is decreased, compared to a constant properties fully
developed profile. For a certain value of Gr/Re (ratio of buoyancy over inertia
forces), the velocity in the center is lower than the velocity of the fluid near the
wall. This is called a M-shaped velocity profile. For Gr/Re > 121.6 in upward
flow with a constant wall heat flux, the velocity in the center becomes even
negative. This is called flow reversal. The M-shaped velocity profile and flow
reversal analytical results by Hanratty et al.[18] are shown in figure 2.1

The flow reversal phenomenon was visualized by using a dye-injection method.
In their experiments, a downward flow can clearly be seen, as well as flow
instability far downstream from the inlet. This instability is discussed in the
next section.

The phenomenon of flow-reversal is an on-going research subject: recent analyt-
ical solutions for fully developed mixed convection in 3-dimensional ducts with
different boundary conditions were derived by Barletta[2]. You et al. [57] re-
produced the analytical work of Hanratty et al.[18] using CFD-methods (DNS).

13



Figure 2.1: Analytical mixed convection velocity profile results. Figure adapted from
[18].

2.2.2 Criteria for flow reversal

Wang et al.[53] further investigated the phenomenon of flow reversal in hori-
zontal and vertical pipes at low Peclet numbers in the thermal entrance region
with CFD. Density variations are modelled using the Boussinesq approxima-
tion. Numerical results are given for velocity and temperature profiles, as well
as Nusselt and friction factors. The paper also describes a map in (Pe-Gr/Re
coordinates) in which flow reversal occurs. For relatively low Peclet numbers,
larger Grashof numbers are necessary for flow reversal to occur, compared to
high Peclet numbers. For relatively high Peclet numbers (Pe > 50), the occur-
rence of flow reversal depends only on Gr/Re. The conditions for which flow
reversal occurs (in Pe-Gr/Re coordinates) are shown in figure 2.2.
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Figure 2.2: Flow reversal map for mixed convection in upward tube flows. Figure
adapted from Wang et al.[53].
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Desrayaud and Lauriat[10] did a comparable numerical study as Wang et al.[53]
for higher Peclet numbers and vertical flat-plate channels. Results are presented
for mixed convection of air for various Reynolds and Grashof numbers. The
Boussinesq approximation is used here as well. Isothermal boundary conditions
are used with T;, > Tj;,. It is mentioned that for these boundary conditions, flow
reversal can only occur in the thermal developing region. This is very different
from cases with a uniform wall heat flux, for which fully developed bi-directional
flow can exist.

Desrayaud and Lauriat[10] also identified a flow reversal map in Pe-Gr/Re coor-
dinates. For Peclet numbers higher than 200, the occurrence of flow reversal was
found to be independent of the Pe-number. Their criterion for the occurrence
of flow reversal is summarized as Gr/Re =~ 300. The regime is shown in figure
2.3. The critical location (measured from the inlet) for flow reversal was found
to be z/dRe ~ 0.007 for vertical flat-plate channels with isothermal boundary
conditions, which is substantially lower than what is reported by Moutsoglou
and Kwon[36]: x/dRe = 0.016 for vertical pipes, with a uniform heat flux.
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Figure 2.3: Flow reversal map for mixed convection in upward tube flows. Figure
adapted from Desrayaud and Lauriat[10].

From the results of Wang et al.[53] and Desrayaud and Lauriat[10], it can be
concluded that for high Peclet numbers, the occurrence of flow reversal depends
only on Gr/Re.

2.2.3 Non-Boussinesq approximation and flow reversal

Nesreddine et al.[38] numerically investigated mixed convection of air in vertical
tubes with both the Boussinesq approximation as well as a variable properties
model. Differences between both models can clearly be seen in velocity and
temperature profiles, as well as Nusselt numbers and friction factors for Gr >
10°. The phenomenon of flow reversal is more apparent using the Boussinesq
approximation. From this paper, it can be concluded that, in order to properly
model flow reversal due to high Gr-numbers, variations in properties other than
density must be taken into account as well. The investigation of Nesreddine
et al.[38] shows that the previously mentioned criteria for the occurrence of
flow reversal, or the location of flow reversal are only valid if the Boussinesq
approximation is valid.

15



2.2.4 Heat transfer in laminar mixed convection

Hanratty et al.[18] state that an increase in heat transfer is seen for Gr/Re > 22,
or when the velocity profile has a ‘dimple’ in the center, for fully developed flow
and thermal profiles and a uniform wall heat flux. Nesreddine et al.[38] showed
that for a higher wall heat flux, the Nusselt number is increased along the entire
axis of a tube (not just far away from the inlet, where the flow is fully-developed).
In Wang et al.[53], it is observed that for upward flow through pipes with Ty, >
T}y, the radially averaged Nusselt numbers are increased for larger numbers of
Gr/Re, due to buoyancy, especially in the region where flow reversal occurs.
Similar results were found by Desrayaud and Lauriat[10]. These results are
shown in figure 2.4.
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- 25
= —— Gr=4.7110*(D=0.02m)
20 Pure forced convection
15 4
10 4
AT S —
0.00 0.02 0.04 0.06 0.08 0.10 0.12

x/(DyPe)

Figure 2.4: Radially averaged Nusselt number as a function of the axial coordinate
in a parallel flate-plate channel. Shown are the mixed convection case as well as a
forced convection (constant properties) case. Figure adapted from Desrayaud and
Lauriat[10].

2.2.5 Development length in laminar mixed convection

From the Nusselt numbers presented by Desrayaud and Lauriat[10], it can be
concluded that the development length in mixed convection is much longer than
for constant property cases if the development length is defined as the axial
coordinate at which the Nusselt number has become constant. The results of
Nesreddine et al.[38] suggest the same, but for cases with a uniform wall heat
flux.

Cheng et al.[6] numerically investigated the thermal development length in hor-
izontal rectangular channels with a uniform wall heat flux. Buoyancy is ac-
counted for by means of the Boussinesq approximation. They found a minimum
Nusselt number along the axial length of the channel, after which Nu converged
to a constant value. The local minima they found are due to secondary flow. For

16



larger Raleigh numbers (Ra = GrPr), the thermal development length becomes
smaller. Buoyancy effects have a negligible effect on the thermal development
length for Ra < 103. These effects can be seen in figure 2.5.
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Figure 2.5: Nusselt number as a function of the axial coordinate in a square channel
with a ratio v = 1. Figure adapted from Cheng et al.[6].

The results of Cheng et al.[6], Desrayaud and Lauriat[10] and Nesreddine et
al.[38] show that the thermal development length is a function of both the
mass flux as well as the wall heat flux. It can be concluded here that the
thermal development length is longer for upward heated mixed convection flows,
compared to constant property flows and that it is shorter for horizontal mixed
convection flows.

2.3 Buoyancy induced turbulence

Hanratty et al.[18] found in their experiments that far downstream from the
point at which flow reversal occurred, the flow became unstable. Bernier and
Baliga[4] did similar experiments as Hanratty et al.[18]. They successfully visu-
alized recirculation cells in upward mixed convection in a pipe with a uniform
wall heat flux. Bernier and Baliga[4] discuss the same phenomena as Hanratty
et al.[18], but produced a better visualization. An example of flow reversal and
associated instability far downstream is shown in figure 2.6.

Both Hanratty et al.[18] and Bernier and Baliga[4] found a transition from
laminar to turbulent flows due to buoyancy in low Reynolds number flows.
Holman[19]? reports that the critical Reynolds number Re.,. for the transi-
tion from laminar to turbulent flows becomes smaller with increasing buoyancy.
Holman[19] states that this can be as low as Re.,=200. Hanratty et al.[18] and
Bernier and Baliga[4] visualized turbulence® due to buoyancy for Gr = 5 - 105,
Gr = 7-10* and Gr = 9.5 - 10* for Re=125, 72 and 48, respectively. These

2Information taken from Jiang et al.[22]
3Hanratty et al.[18] speak of flow instability, whereas Bernier and Baliga[4] speak of tur-
bulence. It is assumed here that they are the same.
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Figure 2.6: Visualization of flow reversal and laminar-turbulent transition in upward
heated pipe flow. Pr = 6, Re = 48, Gr = 95000.

results show that Re., can be lower than 200. Petukhov et al.[42]* also reports
that the occurrence of flow reversal will result in the transition from laminar to
turbulent flow conditions.

Behzahdmehr et al.[3] investigated the onset of turbulence in heated upward
flows of air in a tube. They found that the flow becomes unstable for Gr = 8-106
and Gr = 2 - 10° for Re=1000 and 1500 respectively.

2.3.1 Laminar to turbulent transition in annuli

Lu and Wang[32] carried out experiments in order to study the transition from
laminar to turbulent flow in narrow annuli in mixed convection. The test section
consists of a tube-in-tube heat exchanger. Single-phase water flows in both the
tube and the annulus in opposite directions (counter-current configuration).
The annulus is concentric. The hot water enters the inner tube at 60°C or
80°C, whereas the cold water enters the annulus at 20°C. The flow direction is
either upward, horizontal or downward. Nusselt numbers based on the hot wall
of the annulus are compared for different Reynolds numbers with literature. It
is found that for Re < 150, the Nusselt numbers are smaller than data from
literature. This is called heat-transfer deterioration in Lu and Wang[32]. For
Re=800-1200, transition from laminar to turbulent heat transfer occurs. This
is shown in figure 2.7.

Lu and Wang[33] investigated the transition of laminar to turbulent flow as
well, by looking at the friction factor for various Reynolds numbers (using the

4Information taken from Jiang et al.[21]
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Figure 2.7: Calculated Nusselt numbers for three flow directions. Figure adapted
from Lu and Wang[32].

same methods as in Lu and Wang[32]). It is found that for isothermal flows, the
critical Reynolds number for the transition from laminar to transitional turbu-
lent flows is around 2000, which is consistent with literature[5]. However, with
heat exchange the transition takes place at Re=1100-1500 for horizontal and
downward flow directions. Unfortunately, upward flow data is not presented.
Also, no Gr numbers are presented in Lu and Wang[33]

2.4 Turbulent mixed convection (sub-critical)

2.4.1 Laminarization

Tanaka et al.[50] investigated the laminar and turbulent regimes in mixed con-
vection of nitrogen gas at a pressure of 5 MPa. They predicted a boundary be-
tween laminar and turbulent flows in Re-Gr coordinates. Their semi-theoretical
predictions and numerical results are substantiated by experiments. Their re-
sults are shown in figure 2.8. Boundaries between forced convection and mixed
convection were defined at a measured or calculated Nusselt number of 80%
of the Nusselt number for forced convection with the same Reynolds number.
Their results show that buoyancy in turbulent or transitional flows can cause
the flow to laminarize.

Behzahdmehr et al.[3] found in their investigations that (re-) laminarization
occurred for Gr = 5-107 and Gr = 108. The results for the occurrence of
turbulence of Behzahdmehr et al.[3], as well as those of Hanratty et al.[18] and
Bernier and Baliga[4] are not included in the results by Tanaka et al.[50]. They
do, however, suggest that a turbulent mixed convection regime roughly exists
for Re < 1500 and Gr > 5 - 10°. These results are plotted in figure 2.8 as well.
Hall and Jackson[16] proposed a criterion for the onset of buoyancy effects
in fully developed turbulent pipe flow, based on analytical and experimental
work:®:

5Information taken from Mikielewicz[34].
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Figure 2.8: Experimental data plotted on semi-theoretically derived regime map for
forced, mixed and natural convection. Figure adapted from Tanaka et al.[50]. Results
from Behzahdmehr et al.[3], Bernier and Baliga[4] and Hanratty et al.[18] are plotted
as well. Re is calculated with properties evaluated at the film-temperature. This is
not the case for Behzahdmehr et al.[3], Bernier and Baliga[4] and Hanratty et al.[18].

Gr

Bo = R v <5.6-1077 (2.3)
This number is also known as the buoyancy number. This shows that buoyancy
effects are a function of the wall heat flux.
To further discuss the phenomenon of laminarization goes beyond the scope of
this work. For more information, the reader is encouraged to look up (for exam-
ple) Hall and Jackson[16] and Jackson et al.[20]. However, it can be concluded
here that buoyancy has different effects on the velocity profile in laminar and
turbulent cases. A clear criterion for buoyancy induced turbulence has not been
found, in contrast to a criterion for laminarization.

2.4.2 Thermal development length

Keshmiri[25] investigated the heat transfer at transitional Reynolds numbers(>
2300) with buoyancy effects. Changes in density were modelled with the Boussi-
nesq approximation. Turbulence is modelled according to the k —e Launder and
Sharma model. It was found by Keshmiri[25] that the development length is
much longer than for constant property cases, based on the Nusselt number and
friction factor.
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2.5 Supercritical fluids

2.5.1 Supercritical fluids in annuli

Supercritical fluids heated in annuli were investigated less than supercritical flu-
ids in tubes. Glushchenko et al.[15]® investigated water flowing upward through
an annulus, which was heated internally and externally. The results show that
the wall temperature profiles of tubes and annuli are similar.

More recent experimental investigations on the heat transfer in supercritical
fluids in an annulus were done by Kim et al.[26] The annulus consists of an
outer tube with an inner diameter of 10 mm and a heated inner rod with an
outside diameter of 8 mm. The inner rod is heated over a length of 1.8 m by
means of an alternating current. By measuring the outer wall temperatures, the
heat transfer coefficient along the axial length was calculated. It can be seen in
their results that there is a peak when the bulk enthalpy is slightly lower than
the pseudo-critical enthalpy. This is consistent with the experimental results
from Yamagata et al.[56]. Kim et al.[26] state that heat transfer deterioration
occurs for ¢, /G=0.125 kJ /kg. They report the same value for supercritical CO2
flowing upward in a heated tube. For ¢},/G=0.125, the heat transfer coefficient
is slightly higher than for the tube. This is not the case for lower heat fluxes. Bae
and Kim[1] report the same ¢, /G value for the deterioration of heat transfer.
Licht et al.[28] did experiments with supercritical water at a pressure of 25 MPa
flowing upwards through an annulus. Their annulus consists of a tube with an
inner diameter of 4.29 cm and a heater rod with a diameter of 1.07 cm. Bulk inlet
temperatures were tested from 300 °C up to 400 °C. Licht et al.[28] found that
the heat transfer coefficient showed a peak near the pseudo-critical temperature.
For higher heat fluxes, the magnitude of the peak decreases. These phenomena
are very similar (at a qualitative level) with experiments by Yamagata et al.[56].

2.5.2 Low Reynolds number supercritical fluid flows

Most investigations on low Reynolds number supercritical flows are numerical.
Jiang et al.[21] numerically investigated velocity profiles, temperature profiles
and Nusselt numbers in the thermal developing region for a pipe with a constant
wall temperature or uniform wall heat flux at a Reynolds number of 1000. In
the velocity profiles it is seen that the fluid near the hot wall is accelerated,
giving the velocity profile an M-shape. It can also be seen that flow reversal
can occur. The local heat transfer coefficient is enhanced in upward heated flows.

Jiang et al.[22] did experiments with supercritical COy flowing upwards through
a heated pipe with a diameter of 2 mm. They calculated heat transfer coeffi-
cients by measuring the outer wall temperature of the pipe in his experimental
set-up and together with a diffusion equation for temperature he calculated
the inner wall temperatures. The bulk temperature was calculated by solving
the 1-dimensional enthalpy equation. Experimental values of the heat trans-
fer coefficients are presented for different wall heat fluxes and mass fluxes. In
these experiments the Reynolds number varies from 1900-2360. The results of
Jiang et al.[22] show a local increase in heat transfer, which is attributed to
a transition from laminar to turbulent flow. This is partially substantiated by

6Information taken from Pioro and Duffey[43].
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numerical simulation with a & — ¢ Launder Sharma model, by comparing the
wall temperature measured in the experiments and the wall temperature from
the numerical simulation. The results of Jiang et al.[22] are further discussed
in chapter 5.

Similar results are reported by Jiang et al.[23] with a different experimental
set-up (pipe with an inside diameter of 0.27 mm) for Re=1900-2900. For up-
wards flows of supercritical CO», there is also a local increase in heat transfer,
which was seen in turbulent supercritical heated flows as well (see section 1.1.1).

Xu et al.[55] numerically considered developing laminar mixed convection of
supercritical water at 23 MPa. The paper describes a relatively simple case,
suited to use as validation for the OpenFOAM code. This is discussed further
in chapter 5.

Zaim et al.[58] provide a more in depth study of supercritical water (25 MPa)
flowing upwards through an annulus. A few of their results are discussed in
chapter 5 as well.

Dang and Hihara[8] numerically investigated heat transfer to supercritical COq
(8 MPa) and water (23.6 MPa) in a horizontal pipe. Heating and cooling cases
(negative wall heat flux) are investigated for different values of the mass flux
and the wall heat flux. Nusselt numbers for these cases are compared with the
Nusselt number for fully developed pipe flow (Nus). For heating cases, Nu
attained a maximum if T, < T.. A correlation for the prediction of the Nusselt
number was proposed. It must be noted here, however, that Dang and Hihara[8]
impose a fully developed velocity and thermal profile as a boundary condition
at the outlet. They do not justify these choices of boundary conditions.

2.6 Summary

In laminar upward heated flows with non-negligible density variations, an M-
shaped velocity profile is seen. This causes an increase in heat transfer. For
strong heating, flow reversal might occur, which in turn can induce a transition
to turbulent flow. For these kinds of flows, the thermal development lengh is
longer than for constant property flows. For horizontal channels, the develop-
ment length becomes shorter. Heat transfer phenomena in mixed convection is
function of both mass flux and wall heat flux or wall temperature.

Because the density decreases with temperature in such fluids, laminar upward
heated supercritical flows can also have an M-shaped profile. Local heat trans-
fer coefficients are enhanced in laminar supercritical flows compared to constant
property flows. A local maximum in heat transfer coefficients occurs if T}, is close
to Tpe. This is very different from turbulent supercritical upward heated flows:
due to laminarization of the fluid, the heat transfer coefficient can be lower
compared to heat transfer coefficients to sub-critical fluid flows.

The literature survey has also been summarized in table 2.1.
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Chapter 3

Theory

3.1 Navier Stokes equations

The motion of fluids in general and associated heat transfer phenomena are
governed by the Navier-Stokes equations. These equations are conservation bal-
ances for mass, momentum and enthalpy. For steady state flow, these equations
for the conservation of mass, momentum and enthalpy read:

V-plU =0 (3.1)
V- pUU =V -7 = Vp+pi (3.2)
where 7 is defined as:
Fou ((vﬁ) + (VD) — %(v . U)I) (3.3)
V- (pUh)= -V -7 +¢" +p(V-U)+® (3.4)

In these equations is p the density (kg/m?), U the velocity (m/s), p the pressure,
g the gravitational acceleration, u the viscosity (kg/m.s), I the unit matrix, h
the enthalpy (J/kg), A the thermal conductivity (W/m.K), ¢, the specific heat
capacity (J/keg.K), ¢ the heat flux due to conduction, ® the viscous dissipation
in (W/m?) and ¢"”’ the heat production in (W/m?). These equations can not be
solved analytically, unless approximations are used. Without approximations,
numerical methods are needed.

If the fluid has variable properties, equation 3.4 can be rewritten using dh =
cpdT + (1 — ﬂT)d—;’ (see Todreas[37] for a derivation!) and using ¢ = —AVT:

V- (pUh)=V- (AVh) ~-V- ((A(l_m> Vp> +p(V-U)+®+¢" (3.5)

Cp PCp

This equation will be used in chapter 4. If the properties of the fluid are constant,
however, dh = c,dT, and equation 3.4 becomes:

)
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V- pc,UT =V - AVT 4 p(V - U) + & + ¢ (3.6)

An approximation method for the solution of equation 3.6 is presented in section
3.3. Before that, however, an introduction in to the thermal boundary layer is
given:

3.2 Thermal boundary layer thickness

One of the goals of this project is to investigate the thermal boundary layer
thickness in supercritical fluids. The thermal boundary layer is first defined
here, to avoid any confusion later on. Consider a fluid entering a channel with a
fully developed profile and a uniform temperature Tj,. The fluid near the wall
is heated; either by a uniform temperature T, or a uniform heat flux q,, (see
figure 3.1).

y
developing developed
X region region

Figure 3.1: graphic representation of a developing temperature profile in a horizontal
channel.

In this figure, the boundary between the hot and cold fluid is shown. Super-
imposed on the channel are three temperature profiles. Very near the inlet, it
can be seen that only fluid very near the wall is raised in temperature. Moving
along the axial coordinate x, the heat penetrates deeper and deeper into the
fluid, up to the point where the temperature at the centerline starts to increase.
Some distance away from this point, the temperature profile does not change
any more (or very little); the temperature profile is considered to be fully de-
veloped here. The distance from the inlet up to this point is called the thermal
developing length, or the thermal entry length. The distance from the heated
wall up to a point in the fluid where the temperature equals that of the inlet
is called the boundary layer thickness §(z). The thermal development length is
related to the heat transfer coefficient:

Qw
tc = ——— .
htc T T, (3.7)

in which T} is defined as:

_ U (,y)dy
fod U(y)dy

Tb(z) (3.8)
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The htc shows a sharp decrease in the developing region and it is constant in the
developed region. It can be regarded as a measure of how well the heat transfer
actually is. It contains information of the heat transfer through convection and
conduction (in this case).

3.3 Integral approximation method

For steady-state laminar Newtonian flow without viscous dissipation and no
internal heat production, the Navier-Stokes equations are:

V-uVU =Vp (3.9)

V. pc,UT = =V - AVT (3.10)

For two dimensional laminar channel flow with an inlet temperature Tj,, that is
different from the wall temperature T, the temperature equation reduces to:

0 0 . oT

%pch T = a—y)\a—y
In this equation, U [m/s] is the axial velocity component. This approximation
holds if Pe = &/\“d >> 1 (Deen[9]). There are various ways of solving this
equation. The integral approximation method is used here as it an intuitive
method? for determining the thermal development length, as well as the profile
of the Nusselt number as a function of the axial position. The first step is to
assume a general function for the temperature, dependent on both the axial and
channel height coordinates, x and y respectively. This is done below for two
cases: constant wall temperature and constant wall heat flux. The cases are
graphically represented in figure 3.2.

(3.11)

L
Tw, qu \
p—— y
Umax, ——
— - d
Tin [ ™
——— X
Tw, qw '

Figure 3.2: graphic representation of the case studied.

3.3.1 Constant temperature at the wall

The following function is proposed for a case with a constant wall temperature:

2Tt is called intuitive here, because the boundary layer thickness §(x) is directly solved.
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In which T;, is the inlet temperature, T, the wall temperature and §(x) the
thermal boundary layer thickness. This equation has five unknowns. Thus, 5
boundary conditions are needed. To find these, a graphic representation of the
temperature profile within the developing region is shown in figure 3.3.

T=Tw

T(x=x2,y)

ny:0 y =3(x1) y = 3(x2) y=D
Figure 3.3: graphic representation of the temperature profile at a certain axial position

r = x1 and ¢ = z2 with z2 > 21 within the developing region with a constant wall
temperature T,

From this figure, the first three boundary conditions are easily seen:

T(x,y=0)—T, =0 (3.13)

T(6(x)) = Tin =0 (3.14)
0

a—yT((S(m)) =0 (3.15)

The fourth boundary condition can be deduced from the fact that the velocity
at the wall is zero. And lastly, at y = (), the right side of equation (3.11) must
be zero, because the temperature gradient with respect to the axial direction
equals zero:

82
g T(0@) =0 (3.16)
62

Using these boundary conditions in conjunction with equation (3.12) gives A =
1, B=-2,C=0,D =2, E=—1. Assuming the flow though the channel is
fully developed, the velocity of the fluid can be written as:
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2
y oy

U = 4Uma:n (d - d2> (318)
In this equation, U,,q, [m/s] is the maximum velocity, which is located at y =
d/2. Equations (3.18) and (3.12) make the energy equation quite cumbersome
and difficult to solve. By assuming that the velocity can be written as a first
order Taylor approximation, the differential equation becomes less cumbersome.

The result is:
3U)
U~ |— y 3.19
(5 . (3.19)

Using equations (3.12)and (3.19) together with (3.11) and assuming that the

properties of the fluid are not a function of temperature, results in a differential
equation for the boundary layer thickness §(z):

2y 6y° dy* \ do(z) 12y 124°\ 0 (3.20)
5(z)2  S(x)r  S(x)5) dw §(x)3  o(x)t) '
Since the boundary layer thickness is not a function of y, the equation is inter-

grated with respect to y from 0 to §(x). This results in a first order differential
equation:

4pU a2y (

8 5dd(x)
15 pUnLaa:cpd(x) Oz

Using the boundary condition that 6(0) = 0 and that Pe = &)\ud the boundary
layer thickness can be solved for:

- () () o

Suppose that the development length L;j is at some axial coordinate where the
boundary layer thickness equals a constant ¢ times the height of the channel d3.
It can then be derived that:

= 2\d (3.21)

L
Tth = KTwPG (323)

In which K = 4/45¢3. Thus, the development length scales linearly with Pe
and d. In Shah and London[47], the development length is defined as the axial
coordinate where Nu(x)=1.05Nuqo, with Nus being the Nusselt number for a
fully developed boundary layer. For this case, Nuo, = 3.77 (Todreas[37]). The
expression for the Nusselt number is:

Nu(z) = htcf\x)d (3.24)
The Nusselt number can thus be considered as a ratio of the heat transfer that
is acutally happening over the heat transfer due to conductivity.
Although equation 3.24 can be analytically written using equations 3.12 and
3.22, Nu(z)=1.05Nuy is evaluated numerically with Maple 13. The results of
this will be presented in chapter 5.

3¢d is chosen here to keep the left side of equation 3.22 dimensionless.

28



3.3.2 constant heat flux at the wall

For a constant heat flux at the walls of the channel, a new guess needs to be
made. This is done in the same manner as before:

e R G R CO R o

To solve for the coefficients, again 5 boundary conditions are needed, three of
which can be derived from figure 3.4:

q. = const

y=0 y =3(x1) y = 8(x2) y=D

Figure 3.4: graphic representation of the temperature profile at a certain axial position
r = x; and © = x2 with x2 > 21 within the developing region with a constant heat
flux g, at the wall

%T(O) = —qyw (3.26)
T(6(x)) = Tin =0 (3.27)
5o T0() =0 (3.25)
2 T6@) =0 (3.29)
;;T(O)) =0 (3.30)

The first boundary condition is derived from Fourier’s law. The others are
found with the same reasoning as before. This gives for the coefficients that

= $(x), B=—-%6(x), C =0, D = 46(z), E = —246(x), where g, is
the heat flux at the wall. Using the same approximations as before (equations
(3.11) (3.19)) and integrating the temperature equation over the boundary layer

thickness §(x) yields:
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2 2 dd(z)
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This results in the following expression for the boundary layer thickness:

9w (1))

and for the thermal development length using the same premise as in the pre-
vious section:

—dA=0 (3.31)

—_— = Kq:uPe (333)

In which K =2 /15¢3. Thus, the development length scales linearly with Pe
and d. For this case, Nus, = 4.118.
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Chapter 4

Numerical methods

This chapter consists of three main sections. OpenFOAM utilizes a few unique
features for solving problems in fluid dynamics, which deviate from other CFD-
codes. Two of these are discussed in the first section: the meshes and the
pressure-velocity coupling. Secondly the modifications that were made and the
implementations that were done in order to solve supercritical fluid flows are dis-
cussed. Thirdly, the selected discretization schemes, used boundary conditions,
solver methods, a schematic of the whole code and the criteria for convergence
are discussed.

4.1 OpenFOAM

4.1.1 meshes

OpenFOAM is a finite-volume solver and thus, it uses the collocated grid ar-
rangement for meshes. However, the code is designed for 3-dimensional prob-
lems. As a result, all meshes are 3-dimensional in OpenFOAM. Also, Open-
FOAM uses only the cartesian coordinate system. In order to solve 2-dimensional
problems, like channel flow, or axisymmetric flow in a cylindrical geometry,
OpenFOAM uses special mesh-related boundary conditions and wedge geome-
tries. A 3d mesh is made with only 1 cell in the direction that should not be
solved for. An example is shown in figure 4.1.

In this example, there is only 1 cell in the z-direction. For an OpenFOAM
case to run, boundary conditions need to be specified on all patches (mesh
boundaries) for each variable. OpenFOAM recognizes the case as 2-dimensional
if, for each variable, the boundary condition at the front and back planes is set
to ‘empty’. In the example, the two planes lying in the z,y plane are the front
and back. As a result, OpenFOAM will only solve in the x and y direction. For
axisymmetric cylindrical or annular based problems, a similar method is used.
In this case, a wedge geometry is used, with only 1 cell in the direction of the
angular coordinate 6. This is displayed in figure 4.2.

In the examples displayed in figure 4.2, the OpenFOAM meshes have one cell in
the x-direction. Because of this, the walls are not curved. This means, in order
to properly simulate a cylinder or annulus, the angle € has to be chosen to be
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Figure 4.1: Channel geometry in OpenFOAM. The channel height and length in the
y and x direction respectivily are shown.

]

Ro-Ri Ro-Ri

Figure 4.2: Axisymmetric cylindrical and annular geometries. On the left side, a
wedge from a cylinder and and an annulus is displayed. On the right, the corresponding
meshes in OpenFOAM are displayed.

very small'. For the planes which have a normal pointing in the 6 direction,
a special boundary condition called ‘wedge’ is used. This acts basically as a
zero-gradient boundary condition?. [30]

4.1.2 pressure-velocity coupling with buoyancy effects

The OpenFOAM standard buoyancy solvers do not solve for the total pressure
p, but for p.gn, = p — pg - ¥ instead. This means that the pressure equation

1The OpenFOAM user guide suggests that the angle should be less then 5°.
20penFOAM will solve for the velocity component in the x-direction. However, the calcu-
lated values are very small (typically of order 1-10~20).
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that is solved in OpenFOAM, is different from well known formulations (see
for example [17], [27]). The momentum equation can be written in discretized
form?® as follows:

AU = H — Vp + pg (4.1)

where A and H are discretization operators, of which the elements depend on
convection and diffusive terms and their respective discretization scheme. Using
the following indentity: Vp — pg = V(p — pg - Z) + §- £V p, the expression for U
becomes:

7 H vprgh N g fvp

Equation 4.1 can be solved implicitly for U while using the values for p of the
previous iteration. The resulting vector U is called the momentum predictor U*.
However, this does not satisfy the continuity equation. Multiplying equation 4.2
by p and taking the divergence of the result gives:

V- (%H) V. (%g‘- pr) —V. (%vpmh) (4.3)
é $buoyanuy

The terms on the left side of the equation (called qg and $buoyamy respectively
in OpenFOAM*?.) are evaluated explicitly on the cell faces, whereas the term on
the right-hand side is evaluated implicitly (in other words p,gp is solved for) .
With these last definitions, the total equation for p,q;, becomes:

V. (%vprgh) =V (d_;_ (gbuoyancy) (44)

After solving the pressure equation, the velocities are updated as follows:

1 R
U=U"- Z(Vprgh +4-2Vp) (4.5)

Because the continuity equation was used in the derivation for the pressure
equation, the updated velocities obey continuity. Finally, the total pressure is
explicitly calculated as:

D = Prgh + pg" z (46)

The total pressure-velocity coupling can be summarized as follows:

at each iteration step,

1) the momentum equation is solved, based on the old pressure field,
2) ¢ and Ppuoyancy are explicitly calculated,

3) the pressure equation 4.4 is implicitly solved,

4) velocities at all cells and boundaries are updated with equation 4.5
5) and the total pressure is explicitly calculated using equation 4.6.

3The discretized system has been written as a matrix system. This way, it is easily recog-
nized in the OpenFOAM code
44 and Dbuoyancy are help variables.
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Because pqp, is solved for and not p, a special boundary condition is used, which
is called buoyantPressure in OpenFOAM. It is calculated as follows:

7 - Vprgh = —i- Vp(ﬁ f) (47)

For a wall, which has a normal vector 7 perpendicular to the gravity vector ¢
and with the definition of p,.gx, 4.7 is equivalent to:

- Vp=20 (4.8)

This boundary condition is due to the zero-velocity boundary condition at the
walls. For an inlet or outlet which has a normal vector opposite to the gravity
vector, 4.7 is equivalent to:

n-Vp=1mn-pg (4.9)

This equation is known is the hydrostatic equation.
[29], [24]

4.2 Code implementations

4.2.1 Equations

In order to solve supercritical fluid flows, three variables must be solved for:
velocity U , specific enthalpy h and pressure p,g,. The momentum and energy
equation were slightly altered to this end; in OpenFOAM, the equations contain
effective viscosity and diffusivity terms, which are not needed in laminar simu-
lations. Also, the equations in OpenFOAM are not suited for variable specific
heat capacity and heat conductivity. The corresponding equations in the code
are the momentum equation,

V.-pUU =V -7—Vp+pj (4.10)
where 7 is defined as:
Fou ((VU’) + (V)T — g(v - U)I) (4.11)
and the heat equation,
V. (pUh)=V " <C)\Vh> (4.12)
P

The work terms in equation 3.5 have been neglected here (see chapter 3), because
the order of magnitude is much smaller than the convective and diffusive term.
This was verified with preliminary simulations.

4.2.2 Implemented boundary conditions

The OpenFOAM package does not come standard with boundary conditions for
fully developed flow. In order to simulate fully developed flow, the following
boundary conditions were added for 2d-channels, pipes and concentric annuli
respectively:
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U(y) = 6Upn, (Z - i’;) (4.13)

Uly) = 2Un <1 - yz> (4.14)
)

s 2 2 _R.
1= (=0 (#5) 1) + 22 m (- (32%) +1)
U(y) = 2Un, 2 _ x>—1
L+X — 1m0

(4.15)
In these equations U,, is the mean entrance velocity (m/s), d the hydraulic di-
ameter (m), R; and R, the inner and outer radius of a concentric annulus (m)
and y is defined as x = R;/R,. The coordinate system shown in figures 4.1 and
4.2 was used. In the last two equations, the radial coordinate r was replaced by
y (Weigand[54], Deen[9]). This is correct, if the inlet of the tube or annulus is
located at x=0. Equations 4.13, 4.14 and 4.15 are imposed at the inlet.

In Todreas[37] a relation between enthalpy and pressure is given: dh = ¢,dT" +
(1- ﬁT)d—pp. This leads to:

1— BT

Vh=c,VT + Vp (4.16)

At the wall 77- Vp =0. For a heat flux q,, at the wall, Fourier’s law of conduction
reads:

q) = —Ait-VT. (4.17)
This leads to:

- <A> Vh = q, (4.18)

Cp

In order to properly calculate this boundary condition, the face-values of ¢, and
A at the boundary are used.

Another boundary condition for the energy equation was implemented. At the
outlet, the enthalpy profile is unknown before starting the simulation. If fluid
properties are a function of enthalpy, the same applies for the gradient at the
outlet®. Therefore, a new boundary condition is used; the gradient-value (in the
direction of the main flow direction) of the before last cell to the outlet is used
as a boundary value.

V| iy =1 Vhlv, ) (4.19)

In this equation, 77 is the normal vector of the outlet, f represents a face value
at the outlet, j represents the coordinate orthogonal to the normal of the outlet,
n is the last cell with respect to the axial direction and V,,_1 ; is the volumetric
value of the enthaly gradient of the before last cell to the outlet®. Equation 4.19
is graphically represented in figure 4.3.

5with constant properties, the gradient can be calculated using analytical methods if the
length of the geometry is greater than the development length
6There is no real physical meaning to this equation. It is merely a numerical approximation.
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Figure 4.3: Graphic representation of equation 4.19.

4.2.3 supercritical fluid properties

As was mentioned in chapter 3, supercritical fluid properties change sharply as
the enthalpy increases, especially near the pseudo-critical point. This behaviour
is modelled with splines (set of algebraic functions f;(x), each of which is valid
for a certain range of variable x):

Vi(h) = Yai(h —hi)* + by i(h—hi)* +ei(h—hi) +ba;  if  hi <h<hi

(4.20)
In this equation ¢ stands for a fluid property (p, ¢p, A, ) or temperature 7.
t; is a function of enthalpy h and it is valid for h; < h < hit1. Y(apea),i are
constants unique for each property and particular enthalpy range. The splines
were made with no less than forty data points from the NIST-database [51],
over a temperature range of 10-150 °C for CO2, 1-1550 °C for water at 23 MPa
and 1-500 °C for water at 25 MPa. More data points were chosen around the
pseudo-critical point than elsewhere. This is shown in figure 4.4 for c,. The
splines were tested over the same temperature range on intervals of 0.1 K. The
results are summarized in tables 4.1, 4.2 and 4.3.

Table 4.1: CO3 spline test results. The maximum, minimum and aver-
age error (equation 4.21) for all fluid properties (in percentages), as well
as the difference in temperature (K) are given.

p [ p A AT(K)
max(e) 0.021 0.34 0.17 0.00092  0.013
min(e) 2.3-107% 5.9-107% 8.2:107% 5.0-107' 5.6-1078
3 0.0019  0.0067  0.0084  4.1-107°  0.00036

The error in the tables is defined as:

e — wspline - wNIST £ 100 (421)
YNIST

in which ¥nrsr is a property from the NIST-database (see [51]) and ¥gpiine
the same property calculated according to equation 4.20. It can be clearly seen
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Table 4.2: Spline test results for water at 23 MPa. The maximum,
minimum and average error (equation 4.21) for all fluid properties (in
percentages), as well as the difference in temperature (K) are given.

p () pn(B) (B (%) AT(K)

max(e) 0.034 0.022 0.24 0.059 0.046
min(e) 6.5107% 3.1.107° 1.2107% 1.1.107'! 3.3.10°8
é 0.0083  0.0054  0.056 0.017 0.0040

Table 4.3: Spline test results for water at 25 MPa. The maximum,
minimum and average error (equation 4.21) for all fluid properties (in
percentages), as well as the difference in temperature (K) are given.

p(R)  n(h) ¢ (B)  A(N) AT(K)

max(e) 0.011 0.74 14 0.43 1
min(e) 4.0-1078 0 4.2-107% 22-1077 0
3 0.0019  0.040 0.039 0.0054 0.38

that the maximum error in a property is lower than 1% for CO, and water at
23 MPa. The differences in water at 25 MPa are slighly larger. Only c, has a
maximum error of over 1%. On average, the error in fluid properties is lower
than 0.1% in all supercritical fluids and the temperature difference is less than
0.4 K. The splines were implemented in OpenFOAM as a single function with
the help of boolean functions.

300

250 A

200 A

—0p
[k)/kg K]
® Cp points

cp (kg/(k! K))
2

50

0 1000 2000 3000 4000 5000 6000
h (kg/ki)

Figure 4.4: ¢, as a function of enthalpy. Shown are the spline, as well as the chosen
points used to create the spline.
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4.2.4 post-processing

Two typical non-dimensional numbers that are often encountered in fluid dy-
namics and heat transfer depend on calculated field data: the Nusselt-number
Nu and the friction factor f. Because of this, they are best calculated within the
OpenFOAM code. This was implemented in the code after the main iteration
loop (see section 4.3.5). The Nusselt number is defined as:

¢ D

Ny=—"% 4.22
YT NT, - Ty) (4.22)
in which T} is defined as
[ pUc,TdA
Ty = ~—">"—— 4.23
"7 T pUc,dA (4.23)
and the friction factor is defined as:
_ Tw
= %W (4.24)
where
— pU%dA

In these equations, Uyyiq; is the main flow direction, T, the wall temperature
and 7, the shear stress at the wall. The integrals were evaluated as a sum.

4.3 Code overview

4.3.1 boundary conditions overview

All geometries considered in this work are either 2d-channels, pipes or annuli.
Each geometry has a wall (or walls), an inlet and an outlet. The boundary
conditions for U h, and p are displayed in table 4.4.

Table 4.4: Boundary conditions used. hin, hyw and U;, represent constants.

walls inlet outlet
U 0 Uin or BEq. 413 4.14 0r 4.15 7-VU =0
h he, Bq. 418 or i-Vh=0 hin Eq. 4.19
p @-Vp=0 n-Vp=1-pg n-Vp=1-pg

4.3.2 discretization schemes

Each term in the equations is discretized with either a central differencing (CD)
or first order upwind differencing (UD) scheme. This is summarized in table
4.5.

For all terms except the convective terms, the central differencing scheme is
used. The main advantage of central differencing is that fewer cells are needed
for a good solution, compared to the upwind differencing scheme. However
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Table 4.5: Differencing schemes used in the momentum, en-
thalpy and pressure equation.

term scheme implicit/explicit
V- (p(z(j) UD implicit
V. (pUE) UD implicit
V- uVU CD implicit
V- (éVh) CD implicit
V. (%Vprgh) CD implicit
all other terms CD explicit

for problems in which the convective part is dominant, the central differencing
scheme shows peaking behaviour. This means that a cell value of a variable
is interpolated to be higher or lower then the face values of the same cell. It
was found in preliminary simulations that this leads to unphysical results. To
avoid this behaviour, the upwind differencing scheme is used for the convective
part of the equations. The disadvantage of this scheme is numerical diffusion.
This effect diminishes for large number of cells. Therefore, it is imperative to
investigate the sensitivity of a solution with respect to the number of cells”.

4.3.3 solvers and preconditioners

The total system of (linear) equations is solved using various methods and pre-
conditioners as is shown in table 4.6:

Table 4.6: Selected solvers and preconditioners. The
abreviations stand for bi-conjugate gradient (BiCG),
conjugate gradient (CG), geometric algebraic mulit-grid
(GAMG), diagonal incomplete LU and diagonal incom-
plete Cholesky (DIC).

variable solver preconditioner
U BiCG DILU

h BiCG DILU

Drgh CG/GAMG DIC/GAMG

All of the selected solvers and preconditioners (with the exception of GAMG)
are used as a standard within OpenFOAM tutorial cases: BiCG (DILU) for
asymmetric matrices (for variables U and h) and PCG (DIC) for symmetric
matrices (variable prgp). It was found that for cases with variable density se-
lecting GAMG for p,.¢;, lead to faster convergence.

4.3.4 Relaxation factors

In order to ensure numerical stability, relaxation factors are used for the vari-
ables U, h and p,4p,. For constant property and mixed convection cases, these
were 0.7, 0.9 and 0.3 respectively. For supercritical fluid cases, these were set
to 0.4, 0.5 and 0.3 respectively.

"Results of mesh sensitivity analysis are described in the next chapter.
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4.3.5 code schematic

A schematic of the code is displayed in figure 4.5. It is divided in three parts: ini-
tialization, processing and finalization. Before the code is run, schemes, solvers,
most boundary conditions, fields and the number of iterations are set in various
dictionaries (this is called pre-processing). After the code is started, time con-
trols (number of iterations, step size), the mesh, variable fields and boundary
conditions are read. The result is that specified variables, like velocity and tem-
perature are ‘tied’ to a certain position on the mesh. Because the boundary con-
ditions described in section 4.2.2 cannot be defined easily in the pre-processing
stage, the following parameters were put into a dictionary: D, R,, R;, U,, and
q,,- These are used to set any of the boundary conditions in the afore-mentioned
section (equations 4.13, 4.14, 4.15, 4.18 and 4.19). All fluid properties, as well
as temperature are then calculated at each mesh cell and cell-face. The main
processing part consists of a for loop, in which the momentum, enthalpy and
pressure equation are solved. After the enthalpy equation is solved, the outlet
boundary condition for enthalpy is updated according to equation 4.19. The
fluid properties, as well as the temperature are then calculated with equation
4.20. The pressure equation is solved within a second loop for n-times. These
extra evaluations of the pressure solution are known as non-orthogonal correc-
tors. n was set to 2 or 3 in all pipe or annulus cases. This way, the continuity
equation is better satisfied. After the corrector loop has finished, the total pres-
sure is calculated by 4.6. If the current iteration number of the primary loop
has reached a pre-defined value, the loop ends and the Nusselt number and the
friction factor are calculated.

4.3.6 convergence criteria

At each iteration step, OpenFOAM lists the initial residual and final residual
of each variable (the residual of course being a result of the chosen solver algo-
rithms described earlier). A solver algorithm stops if the current residual falls
below 0.1% of the initial one. If the initial residual of each variable drops with
each iteration step, the solution converges. Because it is difficult to tell what
a good threshold is for the initial residual in order to call the solution fully
converged, so called monitors are used. A monitor is simply a certain value of
a variable at a point in the field. The following monitors and criteria have been
used in order to call the solution fully converged:

1) the average of V - (pU) is of order 106
2) change in temperature values at the outlet for 1000 iterations < 0.01 K
3) 7i - Vh at the outlet is constant.

The first criterion certifies that the continuity equations is satisfied. The sec-
ond criterion is used, because T-values are often presented in the results. 7 - Vh
was chosen as a criterion to see if equation 4.19 works. The second and third
criterion show that the solution with respect to specific enthalpy has converged
to a satisfactory solution.
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- create mesh

- read Fields and boundary conditions
- read dictionaries

- set velocity at inlet

- caleulate p, ¢p, A, pand T

initialization

- solve momentum equation

- solve enthalpy equation

————>» update outlet heat-flux

L calculate p,cp, A, pand T

|_, update wall

heat-flux processing
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final corrector?
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final iteration?
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A
calculate Nu, and f finalization

Figure 4.5: Schematic overview of the code. The code is divided into three parts:
initialization, processing and finalization.
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Chapter 5

Numerical Assessment

The code developed using OpenFoam as a base code (as described in chapter
4) has been validated in three different stages: a) constant property cases, b)
a simple mixed convection case and c¢) supercritical fluid cases. Numerical,
experimental as well as analytical results from other authors have been used for
validation. Any deviations are reported (in percentages) to give a quantitative
view on the validation. Each section starts with a description of the case used for
validation. Mesh grading analyses are presented for the non-constant property
cases. The results are presented thereafter. At the end of the chapter, the
performance of the OpenFOAM code is discussed.

5.1 Constant property cases

5.1.1 Graetz-Nusselt problem in a channel geometry

In chapter 3, it was derived that Ly, /(Pe.d) = K. Ly, is located at the axial
coordinate where Nu=1.05Nuo, (Shah and London[47]). To check the theory
that was derived there and to check the OpenFoam code, a channel with d = 0.01
m and L = 0.2 m is considered. A fluid enters the channel at T},=293 K. The
walls have a constant temperature of T, = 303K. The properties of the fluid
were chosen to be: p = 1000 kg/m3, ¢, = 4183 kJ/kg, A = 0.68 w/mK and
1 =0.001 kg/m.s. The case is graphically represented in figure 3.2.

The Nusselt number, as defined by equation 3.24 in chapter 3 and the numerical
results from the OpenFOAM code are plotted in figure 5.1, together with a
relation from Shah[47]:

1 $\(=1/3) . <
Nu — { i((1.233(91c ) +0.4) x* <0.001) (5.1)
2

. + 6. r*) =Y ") g 24527 z* > 0.
7.541 + 6.874(103*)(-0-48827) o —245 0.001

K, was evaluated by Maple 13 and was calculated to be 0.035706. Shah [47]
has calculated this to be 0.031894. The error is 12%, which is significant. In

1The relations from Shah are devided by 2, because the relations given there are valid
for flate-plate channels. A 2d-channel is considered here. The hydraulic diameter for those
geometries are 2d and d, respectively. The constants K7, and Kq:“ were recalculated because
of this as well.
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Figure 5.1: Nusselt number as a function of axial position with constant wall tem-
perature. Shown are the relations from Shah, integral approximation method and the
results of the simulation.

figure 5.1, it can be seen that the Nusselt number, calculated with the integral
approximation method (see chapter 3), is overpredicted compared to those of
Shah. After > 0.16, the error between the two theories is less than 1%. How-
ever, after x > 0.10, Nu changes very slowly, which causes the large difference in
Kr,. The numerical results from the OpenFOAM code are in good agreement
with the relation from Shah: for z > 0.018 the error is smaller than 1%. The
biggest error (first point shown in figure) is 5%.

The same case as before was considered, but with a constant wall heat flux
q,, = 10* W/m?. The integral approximation method, a relation by Shah (see
below) and the numerical results from OpenFOAM are presented in figure 5.2.
The relation by Shah[47] reads:

1(1.490(z*)(=1/3)) z* <0.0002
Nu=2 1(1.490(z*)(-Y/3 —0.4) 0.0002 < z* < 0.001
1(8.235 + 8.68(103z*)(70:50627) ¢ =1642") = x> 0,001

(5.2)
K, was evaluated with Maple 13 to be 0.0452273. According to Shah this is
0.0461756. Thus, K is off by 2.1%. Compared to the constant wall tempera-
ture case above, the results for Nu from the theory are in much better agreement
with equation 5.2. For x > 0.14 the error between them is less than 1%. The
numerical results are in good agreement with equation 5.2. The biggest error is
3.5%. For x > 0.014 the error is smaller than 1%.
From these results, it can be concluded that the integral approximation method,
as described in chapter 3, yields moderate to good results, for constant wall
temperature and uniform wall heat flux boundary conditions respectively. The
OpenFoam code yields excellent results for constant property cases for the
Graetz-Nusselt problem in channels.
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Figure 5.2: Nusselt number as a function of axial position with constant wall heat
flux. Shown are the relations from Shah, the integral approximation method and the
results of the simulation.

5.1.2 Graetz-Nusselt problem in an annular geometry

As was explained in the previous chapter in section 4.1.1, cylindral problems are
modelled using wedge geometries (see chapter 4). To test this, the OpenFOAM
code and a wedge geometry were tested with two cases from Weigand et al.[54].
In this paper, an analytical solution is derived for the Graetz-Nusselt problem
in an annular geometry with two different sets of boundary conditions. The
eigenvalues and eigenvectors of the solution were numerically evaluated. The
outer diameter 2Ry of the annulus is twice the size of the inner diameter 2R;.
The hydraulic diameter Dy, = 2(R, — R;). Two cases from Weigand et al.[54]
were used for validation. These are graphically represented in figure 5.3.

Ro Ri 0 Ri Ro
X
T T Tw
111 11 f
Tin,Un Tin,Unm

Figure 5.3: Graphical representation of the cases selected from Wiegand et al.[54].
In the first case, both the inner wall and the outer wall are kept at a constant

temperature Ty,, with an inlet temperature of T;,, with Pe=300. In figure 5.4,
the temperature profiles for different axial coordinates are plotted. The results
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from the OpenFOAM code and Weigand et al.[54] are in excellent agreement.
Note that the maximum of a temperature profile is not located at RT;RI;Iii =0.5
but at 0.47. In figure 5.5, the Nusselt number is plotted as a function of axial
length. The Nusselt number calculated from the OpenFOAM results are in

excellent agreement with the results from [54] (error is less than 1% everywhere).
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0.8

T(x*=0.048,
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m T(x*=0.0004,
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m T(X'=0.01,
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Figure 5.4: Temperature profiles at different axial positions of the annular case.

Results are plotted from Weigand et al. [54] and OpenFoam code. T* = % and
r—R;

Ro—R; "

r* =

In the second case, the inner wall is assumed to be adiabatic, whereas the outer
wall is kept at a constant wall temperature, with Pe=50. Figure 5.6 shows the
comparison of the Nusselt number along the axis between the present study and
[54]. The Nusselt numbers are slightly overpredicted (less than 3%). It must
be noted here that the data from Weigand et al. [54] was difficult to digitize,
because the data was plotted in a log-plot with less than optimal resolution.
From the results for the Graetz-Nusselt problem in an annular geometry, it can
be concluded that using a wedge geometry with a cartesian coordinate system
can be used to solve radial heat transfer problems with excellent results.
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Figure 5.5: Nusselt number as a function of axial position for Pe = 300. Results
are plotted from Weigand et al. [54] and OpenFoam code. For the calculation of the
Nusselt number, the wall temperature at the inner wall is used.
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Figure 5.6: Nusselt number as a function of axial position for Pe = 50. Results are
plotted from Weigand et al. [54] and OpenFoam code. For the calculation of the
Nusselt number, the wall temperature at the outer wall is used.
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5.2 Mixed convection of air

5.2.1 Mixed convection of air in a flat-plate channel ge-
ometry

As was noted in the literature survey, Desrayaud and Lauriat[10] successfully
studied the occurrence of flow reversal in buoyancy aided forced convection.
To show that the OpenFOAM code simulates mixed convection well, one case
from [10] was used for validation. For the model, a vertical flat-plate channel
geometry was considered with a diameter of 0.03 m, and an axial length of 1.50
m. The mesh consists of 60 cells and 300 cells in the y and « directions respec-
tively. The working fluid is air, modelled by the Boussinesq approximation. All
dimensionless numbers reported in the paper were evaluated at 35 °C. The wall
temperature Ty, is 60 °C and that of the inlet Tj,, is 10 °C. The average inlet
velocity (fully developed profile, see equation 4.13) is 0.0822 m/s. The outlet
boundary conditions for U and T are set to zerogradient 2. Results of the mesh
grading study can be found in table 5.1. The case is graphically represented in
figure 5.7.

d/i2

111

Um, Tin

Figure 5.7: Graphical representation of the case selected from Desrayaud and
Lauriat.[10].

Plots of velocity, temperature and the Nusselt number can be found in figures
5.8, 5.9 and 5.10.

Figure 5.8 shows the velocity profile at different locations along the dimension-
less axial coordinate (defined here as z* = z/d) of the channel. The figure
shows that there is excellent agreement between the results from Desrayaud
and Lauriat and the present study.

2This is strictlty speaking not true. However, zerogradient at the outlet for the temperature
equation is a good approximation, because Pe = 212. For Pe >> 1, axial conduction can be
neglected (Deen[9]). Secondly, for L >> D, the temperature differences are very small.
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Figure 5.8: Velocity profiles at different locations along the axis of the mixed con-
vection case. Results are plotted from Desrayaud and Lauriat[10] and OpenFoam
code.

Figure 5.9 shows the temperature profile at the same axial positions as in fig-
ure 5.8. The figure shows that there is good agreement between the present
simulation and that of Desrayaud and Lauriat[10] for * > 6. At x* = 6 the
temperature profile of the present study is underpredicted by 0.5 K. This might
be due to differences between the two studies in choice of discretization schemes.
In Desrayaud and Lauriat[10], no information was given with respect to the dis-
cretization schemes. No notable differences in the temperature at * = 6 with
respect to the mesh sensitivity analysis (table 5.1) are seen. Thus, numerical
diffusion and spiking due to 1st order upwind and central differencing respec-
tively cannot be the cause. Although the temperature is slightly different at
x* = 6, the velocity profiles from Desrayaud and Lauriat[10] and the present
study match very well. This is because the density difference caused by a tem-
perature difference of 0.6K (using the Boussinesq approximation for air) is only
0.2%.

Table 5.1: Mesh sensitivity results for the mixed con-
vection case. Displayed are the number of cells in the
y and x directions as well as the temperature and the
velocity at the center line at z* = 6 (T(xg,0.5D),
Unmaz(T6,y)), and the pressure drop (Ap).

Ny, Ny T($€,0-5D) Umax(zﬁay) Ap
300,60 33.419 0.1853 -12.742
600,120 33.415 0.1859 -12.751
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Figure 5.9: Temperature profiles at different locations along the axis of the mixed
convection case. Results are plotted from Desrayaud and Lauriat and OpenFoam code.

35

30

25

20 -

—Present

Nu

® Desrayaud
etal.

15

10

0 :
0 0.01 002 003 004 005 006 007 008
x/(Pe d)

Figure 5.10: Nusselt number along the axial coordinate. Results are plotted from
Desrayaud and Lauriat and OpenFoam code.

The Nusselt number is plotted in figure 5.10 as a function of axial length. The
local increase in the Nusselt number is a direct result of the flow reversal oc-
curring in the channel. This increase is somewhat underpredicted in this study
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compared to Desrayaud and Lauriat[10] The maximum difference is 3.6%. This
is due to the underpredicted temperature near the inlet, which was discussed
above.
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Figure 5.11: y-component of the velocity at different locations with respect to the
axial coordinates.
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Figure 5.12: Dynamic pressure profiles at different locations with respect to the axial
coordiante.
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In figures 5.12 and 5.11 the dynamic pressure and the velocity component V/
(with respect to the y-coordinate) are plotted respectively. As the fluid near
the wall becomes hotter, the axial velocity component U increases. This causes
a local drop in the dynamic pressure pg, as can be seen in figure 5.12. Because
of this local pressure drop, fluid in the center of the channel is ‘sucked’ towards
the wall, which can be seen in figure 5.11 at axial locations z*=1 and z* = 2.
Further downstream for z* >6 , the temperature gradients in the direction of
the channel height are smaller. Therefore, the density gradients are smaller as
well. This causes the fluid near the wall to decelerate, which in turn decreases
the dynamic pressure gradients. Thus, fluid near wall is pushed near the cen-
ter. Near the end of the channel, the temperature gradient is very small and
the dynamic pressure gradient has almost completely disappeared. The velocity
profile here is almost parabolic again.

The results presented for the mixed convection case show that buoyancy forces
are properly taken into account by the OpenFOAM code.

5.3 Fluids at supercritical pressures

5.3.1 supercritical carbon dioxide in a pipe geometry at
9.52 MPa

So far, only constant property cases and one case with small density variations
have been used for the validation of the OpenFoam code. In order to show
that the code handles cases with strong fluid property variations well, various
cases from Jiang et al.[22] have been simulated. In this paper, numerical simula-
tions, as well as experimental results are presented for supercritical COs flowing
through a vertical pipe geometry with d=2 mm and L=40 mm, at relatively low
Reynolds numbers. Although Jiang et al.[22] describe results for supercritical
CO4, for two different pressures, only cases at a pressure of 9.52 MPa have been
considered. At this pressure, the pseudocritical point is at T= 42.66° C. In all
cases considered, a fully developed supercritical COs flow enters the pipe with
a uniform enthalpy profile of h;,, which corresponds to an inlet temperature
T;n and with a mass flux of G;,. At the wall the fluid is heated by means of
a constant heat flux of ¢),. The boundary conditions for all cases have been
summarized in table 5.2.

Table 5.2: Description of the cases from Jiang et al.[22]. For each case,
inlet enthlapy hi,, temperature T;, and mass flux G, are shown, as
well as the wall heat flux g;;.

Case hi, (kJ/kg) T (°C) ¢, (kW/m?) Gy, (kg/m? s)

I 293.283 35.00 13.0 64.954
II 256.471 24.60 4.49 66.081
11 256.471 24.60 13.70 66.585
v 256.471 24.60 26.30 70.024
\% 256.471 24.60 36.80 72.764
VI 256.471 24.60 12.30 86.115
VII  256.471 24.60 12.30 43.057
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The cases are graphically represented in figure 5.13.
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Figure 5.13: Graphical representation of the case selected from Jiang et al.[22].

For cases I-V, mesh sensitivity analyses were carried out. The results of which
can be found in tables 5.3 - 5.7. It was found, that 120 cells in the radial direction
and 800 cells in the axial direction were sufficient (change in values <0.5% for
finer mesh). Extra cells in the radial direction did not improve the solution much
(the change in the represented values is less than 0.5%) in cases I and V (tables
5.3 and 5.7). The biggest improvement is seen in the minimum density. In cases
ITL, TV and V, the same number of cells as described in [22] was used: 150 cells in
the radial direction and 2000 cells in the axial direction. In all of these cases, the
represented values do not deviate much (less than 0.5%) from the coarser mesh
(with only 800 cells in the axial direction), with the exception of the minimum
density in case IV. Both in case IV and V, relatively large changes in density are
seen for different meshes. This may be related to convergence issues. It was seen
in these cases that convergence was difficult to achieve, especially for the largest
meshes. It is a known issue in computational fluid dynamics, that simulating
(near) turbulent flows as steady state flows causes problems for convergence
(private communication[41]). In all of the cases from [22], the Reynolds number
is very close to or greater than the critical Reynolds number for tube flows of
2300. This claim is further investigated at the end of this section.

Table 5.3: Mesh sensitivity results for case I. Displayed are the number of
cells in the r» and x directions as well as the velocity and enthalpy at the
coordinate xz/d = 13, r/d=0.45, Umonitor and Nmonitor, the total pressure
drop at the wall and the minimum and maximum value of the density.

Nra Nr Umonitor Ap|wall hmonitar IH&X(P) mlIl(p)

60,400 0.1464 -265.4 3.087-10° 692.5 266.5
120,800 0.1501 -265.6 3.107-10°  692.5 263.4
180,800 0.1508 -265.6 3.106 - 10°  692.5 262.7
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Table 5.4: Mesh sensitivity results for case II. Displayed are the number
of cells in the r and x directions as well as the velocity and enthalpy at the
coordinate z/d = 10, r/d=0.45 (close to the wall), Unonitor and hmonitor,
the total pressure drop at the wall and the minimum and maximum value
of the density.

Nr; Nw Umonitor Ap|wall hmonitor maX(p) mlﬂ(p)
60,400 0.05760 -316.3 2.690-10° 813.0 683.5
120,800 0.05780 -316.3 2.690-10° 813.0 682.2

Table 5.5: Mesh sensitivity results for case III. Displayed are the number
of cells in the r and x directions as well as the velocity and enthalpy at the
coordinate x/d = 10, r/d=0.45 (close to the wall), Unonitor and Amonitor,
the total pressure drop at the wall and the minimum and maximum value
of the density.

N'ra Nx Umonito’r Ap|wall hmonitar maX(P) mln(ﬂ)

60,400 0.09048 -316.3 2.764-10°  813.0 338.3
120,800 0.09160 -316.1 2.767-10°  813.0 334.70
150,2000  0.09155 -313.0 2.767-10°  813.0 334.50

Table 5.6: Mesh sensitivity results for case IV. Displayed are the number
of cells in the r and x directions as well as the velocity and enthalpy at the
coordinate z/d = 10, r/D=0.45 (close to the wall), Umonitor and hmonitor,
the total pressure drop at the wall and the minimum and maximum value
of the density.

Nra Nm Umonitor Ap|wall hmonitar m&X(P) mln(p)

60,400 0.1227 -310.9 2.802-10° 813.0 204.2
120,800 0.1243 -311.0 2.798 105 813.0 202.1
150,2000  0.1245 -311.0 2.797-105 813.0 198.4

Table 5.7: Mesh sensitivity results for case V. Displayed are the number
of cells in the r and x directions as well as the velocity and enthalpy at the
coordinate z/d = 10, r/d=0.45 (close to the wall), Unonitor and Amonitor,
the total pressure drop at the wall and the minimum and maximum value
of the density. *) For this mesh, the cells were smaller near the wall than
they were at the centerline. The cell width ratio between them is 10.

Nra N:Jc Umonitor Ap|wall hmonitor maX(P) mln(ﬂ)
60,400 0.1487 -309.3 2.846 -10° 813.0 159.8
120,800 0.1508 -309.8 2.839-105 813.0 157.3
225*%800  0.1516 -310.0 2.836-105 813.0 158.4
150,2000  0.1510 -309.8 2.838-10° 813.0 157.0

In figure 5.14, velocity profiles from case I are displayed at different axial loca-
tions in the pipe. Like the mixed convection of air case (see above), the fluid
is accelerating near the heated wall due to buoyancy and is decelerating in the
center of the pipe. It can be seen that the velocity near the wall at r/d=0.5 is
slightly underpredicted compared to the numerical results of Jiang et al.[22] In
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Figure 5.14: CASE I: velocity profiles at plotted at different axial locations. Results
from [22] and present study.

the middle of the pipe, the results from the present study are slightly overpre-
dicted, compared to Jiang et al.[22]. For x/d=13 this is a maximum difference
of 1.5%.
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Figure 5.15: CASE II: velocity profiles at § = 10 for different wall heat fluxes. Results
from [22] and present study.
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In figure 5.15, the velocity profiles at 2/d=10 are plotted for different wall heat
fluxes. It can be seen that for the lowest wall heat flux there is excellent agree-
ment between [22] and the present study. For higher heat fluxes, the present
study is underpredicting the velocity near the wall, and overpredicting near the
center of the pipe, compared to [22]. For ¢),=13.7 kW/m?, the biggest differ-
ence is 8.2%. For higher heat fluxes, the error is over 10%. A notable difference
between Jiang’s simulations and the present ones is that Jiang stopped the cal-
culations if flow reversal occurred. The reason for this is not clear in Jiang et
al.[22]. Tt is doubtful that, by using this criterion, a fully converged solution
will be achieved. It was found in the present study that flow reversal for cases
II-V can occur, without a fully converged solution. Even when stopping the
simulation based on this criterion, the velocity profiles obtained were not really
different from those already presented in figure 5.15.
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Figure 5.16: Case I with g¢;,=4.49 kW /m?. Numerical and experimental results from
[22] as well as the numerical results from the present study are shown.

For cases II-V, the heat transfer coefficient was calculated and compared with
the experimental values from Jiang. The results are displayed in figures 5.16
to 5.19. Jiang et al.[22] calculated the heat transfer coefficients differently than
was done in the present study (see sections 2.5.1 and 4.2.4). It was found that
both methods give results that differ by less than 1%. The root mean square
experimental uncertainty reported in Jiang et al.[22] is 10.1%.

For the lowest heat flux (figure 5.16), it is seen that the results of the present
study are overpredicted (13% at most) and that Jiang’s numerically predicted
values are in better agreement with his experimental values/trends. The over-
prediction of the heat transfer coefficient is not within the experimental uncer-
tainty reported by Jiang et al.[22].

For a wall heat flux of ¢;,=13.7 kW/m? (figure 5.17), the results for z/d < 15
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Figure 5.17: Case IT with ¢;,=13.7 kW/m?. Numerical and experimental results from
[22] as well as the numerical results from the present study are shown.
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Figure 5.18: Case II with ¢;,=26.3 kW /m?. Numerical and experimental results from
[22] as well as the numerical results from the present study are shown.

are within 15% of the experimental values. Jiang’s numerically calculated values
are off by more than 20% for z/d > 7.
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Figure 5.19: Case IT with ¢;,=36.89 kW/m?. Numerical and experimental results
from [22] as well as the numerical results from the present study are shown.
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Figure 5.20: Case VI and VII with for ¢;,=12.3 kW /m?. Experimental results from

[22] as well as the numerical results from the present study are shown.

For higher heat fluxes, displayed in figures 5.18 and 5.19, both the numerical
results from Jiang as well as those from the present study do no match well with
the experimental values.
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In figure 5.20, the heat transfer coefficients for two different inlet mass fluxes
with the same heat flux (¢;,=12.3 kW/m?) at the wall are shown. The difference
in heat transfer is clearly visible. For a lower mass flux (case VII), the heat
transfer coefficient is larger compared to the higher mass flux (case VI). However,
the simulations of the present study do not capture the profile of the heat
transfer coefficient correctly. The maximum percentile error is off by 17% for
the low mass flux and 24% for the high mass flux.

In Jiang et al.[22] the effect of increased heat transfer, which is visible in all
cases, except case II, is attributed to turbulence. However, this claim is only
partially substantiated in the paper by using a £ — € model. The shear stress
at the wall does increase dramatically due to buoyancy. So near the wall, the
occurrence of eddies seems possible. The definition of Re, gives better insight
[39],]46] :

_putD
U

in which ut = (7,/p)'/?, where 7, is the shear stress at the wall. Tt can be
calculated that Re,=149 and 616 correspond to a regular Reynolds number in
pipe flow of 2300 and 10000 respectively. For cases II-V, Re, has been calculated
and is plotted in figure 5.21. According to this figure, cases IV and V enter a
fully turbulent region for z/d > 10.5 and 14 (respectively). Case III is almost
fully turbulent at the end of the pipe, whereas case II is in the transitional
region at the end.
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Figure 5.21: Re, as a function of axial length for cases II-V.

The above substantiates Jiang’s claim that turbulence is the cause of the in-
creased heat transfer. With the code used in the present study, it is impossible
to capture increased heat transfer due to turbulence, due to the steady-state
laminar formulation of the equation described in chapter 4 and (or) the lack of
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turbulence modelling.

The results from the cases with supercritical COs flowing vertically upward
through a pipe show that the OpenFOAM code gives satisfactory results for
cases with large variations in fluid properties for ¢}, <13.7 kW/m? and a mass
flux of 66 to 73 kg/m?s (the deviation of the numerical results of the present
study is less than 15% compared to the experimental values of Jiang et al.[22].)

5.3.2 supercritical water in a pipe geometry at 23 MPa

Because not all results described in the previous section were satisfactory, an-
other case was investigated. A case by Xu et al. [55] describes water at 23 MPa
flowing upwards through a pipe with d=0.001 m and L=0.02 m. The water
enters at 647 K and is heated at the wall by a constant heat flux ¢}, = 50W/m?.
The flow enters with a uniform velocity profile and a Reynolds number of
Re;,=1000. The cases are graphically represented in figure 5.22.
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Figure 5.22: Graphical representation of the case selected from Xu et al.[55].

Mesh sensitivity analysis results are shown in table 5.8. For this particular case,
almost no differences were seen for the two meshes that were investigated.

Table 5.8: Mesh grading results for validation of [55]. Displayed are the
number of cells in the r and x directions as well as the velocity and enthalpy
at the coordinate z/d = 15, r/D=0.4, Umonitor and Amonitor, the total
pressure drop at the wall and the minimum and maximum value of the

density.
Nr; Nw Umonitor Ap|wall hmonitor maX(P) mln(p)
80,600 0.01927 -923.9 1.885-10% 470.9 469.3
120,800 0.01926 -923.9 1.885-10%  470.9 469.3

In figure 5.23, radial velocity profiles are plotted at different axial coordinates.
It can be seen that the results are in good agreement for xz/d < 15 (the error
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is smaller than 2.5% at r/R = 0.5, z/d = 13). However, at z/d=15, the
velocity profiles from the present study and Xu et al.[55] differ significantly at
the centerline (44% at r/R=0). At the maximum velocity near the wall, the
error is 2.3%. In Xu et al.[55], no convergence criteria or discretization schemes
are given, which makes it difficult to explain the differences. It was found that
for not fully converged solutions, that the velocity profile at r/R = 0, x/d = 15,
was higher then what is shown in figure 5.23. This could mean that the solution
from Xu et al.[55] was not fully converged.
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Figure 5.23: Dimensionles velocity profiles
length. Results plotted are from [55] and present study

at different positions along the axial

In figure 5.24, different dimensionless temperature profiles are plotted at differ-
ent axial coordinates. The results are in good agreement. The largest deviation
in dimensionless temperature is less than 2%.

The Nusselt number and the friction factor (presented in Xu et al.[55] as 4 f Re)
were calculated along the axial length of the pipe and compared with results
from Xu et al.[55]. The results are shown in figures 5.25 and 5.26. It can be
seen that the overal shape of both dimensionless numbers agree well with the
numerical results from Xu et al. The error for the Nusselt number at x/d=1.4
is 5.6%. At z/d = 15, the error is 1.8%. The error of the friction factor at
x/d=6.5 is 4%.

Although the temperatures of the present study are slightly lower than those of
Xu et al.[55] (for x/d<10), this is not likely to be the cause of the lower predicted
Nusselt numbers. In Xu et al.[55], the Nusselt number is not explicitly defined.
The higher Nusselt numbers from Xu et al.[55] could also be the result of a not
fully converged solution.

The near wal velocities at «/d > 10 are slightly lower in the present study than
those of Xu et al.[55], which implies that the shear stress at the wall in the
present study must be smaller as well. The lower shear stress accounts for the
smaller friction factor. The steep decrease of the friction factor in the inlet
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Figure 5.25: Nusselt number as a function of axial length. Results plotted are from
Xu et al.[55] and present study

region is due to the uniform velocity profile at the inlet. The increase after that
can be explained by the acceleration of the fluid near the wall, which causes
the shear stress to increase. The decrease at the end is a bit more difficult to
explain. In this region (z/d > 11), the shear stress at the wall is still increasing,
which means, based on the definition of the friction factor, that pU2? must be
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Figure 5.26: Friction factor as a function of axial length. Results plotted are from
Xu et al.[55] and present study. The friction factor is presented here as 4fRe. f is
defined by equation 4.24

increasing more rapidly than before. In this region, the density must decrease
more rapidly than before, causing the average velocity to increase and thus in-
crease pUZ2.

It is interesting to note here, that at x/d > 15.5 (not shown in figures), flow
reversal occurs. In [55], nothing of this is mentioned. However, in [36], a
criterion for flow reversal is given:

% = 0.016Re (5.4)

This means that flow reversal for this case should occur at x/d=16, which is
very close to where it happens in the current simulation.

The case with water at 23 MPa showed that there are notable differences be-
tween Xu et al.[55] and the present study. These differences are difficult to ex-
plain, because of the lack of information (especially regarding the convergence
crtieria and no. of cells used in the mesh).

5.3.3 supercritical water in an annular geometry at 25
MPa

Because one of the goals of this study is to simulate supercritical fluids flowing
upwards in an annulus, another case was investigated. A recent paper by Zaim
et al.[58], describes the numerical investigation of supercritical water flowing
upwards through an annulus with temperatures near the pseudo-critical point.
The ratio of the inner and outer radius, denoted as y, equals 0.5. Water enters
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the annulus, with d = 2(R, — R;)=0.001 m and L = 30d at 380°C and is heated
by a constant heat flux at the inner wall. The outer wall is assumed to be
adiabatic. The geometry dimensions given here are chosen in the present study,
because the actual geometry size is not described in [58]; only non-dimensional
numbers are given. The inlet conditions given are: Re;,=250, 500, 1000 and
1500, while the Grashof number equals 6.4 - 10°. Based on these numbers, the
inlet velocity and wall heat flux were calculated. The mesh used here contained
100 cells in the radial direction and 300 cells in the axial direction. The cases
are graphically represented in figure 5.27.
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Figure 5.27: Graphical representation of the case selected from Zaim et al.[58].

The calculated velocity profiles at the outlet of the annulus by Zaim et al.[58]
and the present study are shown in figure 5.28.
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Figure 5.28: Velocity profiles at outlet for different inlet Reynolds numbers and Gr
=6.4-10°.

The results from the present study match poorly with those of Zaim et al.[58].
This results is rather unexpected, because there is reasonable to excellent agree-
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ment with Jiang et al.[22] and Xu et al.[55]. Thisfinding was further investigated
by changing the geometry’s dimensions while keeping the non-dimensional num-
bers (Gr and Re) the same. This investigation lead to the same conclusion. In
the case with Re;,,=250, the mesh was refined with 200 cells in the radial direc-
tion. The differences in results were negligible. A big difference between Zaim’s
study and the present is that in their case, the hybrid discretization scheme is
used for the convective terms in Zaim et al.[58]. Changing the discretization
scheme from upwind to hybrid in the present study did not change the results.
Finally, in order to try to reproduce Zaim’s results, the Grashof number was
changed to Gr= 1-10%, simply because it is mentioned elsewhere in the paper.
These results are presented in figure 5.29.
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Figure 5.29: Velocity profiles at outlet for different inlet Reynolds numbers and Gr
=1-10°

With Gr= 1-10°, the results from the present study match much better with
the results from Zaim et al.[58] for Re;, =250 and 500. There is still a significant
difference for Re;, = 1000 and 1500 (the error is of order 10%).

In summary, the results of the present study match poorly with Zaim et al.[58].
Possible explanations were investigated, but the exact reason has not been not
found.

5.3.4 supercritical water in a pipe geometry at 25 MPa

Because the validation of Zaim et al.[58] did not yield satisfactory results, a case
from Jiang et al.[21] was considered. In this case, fully developed water flows
upwards through a pipe with a constant temperature T;, of 657.2 K. The wall
temperature of the pipe is kept at 659.2 K. The pipe has a diameter of 2 mm
and a length of 200 mm. The mass flux G;, at the inlet is 35 kg/m?s. Results
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of the mesh grading study can be found in table 5.9. The case is graphically
represented in figure 5.30.

L | Tw Tw x‘_‘
e

Um, Tin

Figure 5.30: Graphical representation of the case selected from Jiang et al.[21].

Table 5.9: Mesh grading results for supercritical water at 25 MPa in a pipe geometry.
Displayed are the number of cells in the r and x directions as well as the maximum
velocity and the enthalpy at the centreline of the pipe at the outlet, the total pressure
drop and the minimum and maximum value of the density.

N,, N, umer, Ap har . max(p) min(p)
700,80 0.171919 -679.885 2.233-10° 350.3 276.3
1000,120 0.172178 -680.010 2.337-10° 350.3 276.3

2000,200 0.172256 -680.020 2.344-105 350.3 276.3

It can be seen that there are no significant changes in the results beyond a mesh
of N, =120 cells, N, = 1000 cells. The change for all parameters displayed in
table 5.9 between the last two mesh-sizes are smaller than 0.5%.

In figure 5.31, the velocity profiles as calculated by Jiang et al.[21] and in
the present study are shown for four axial locations z/d. There is very good
agreement between the results. The largest difference can be seen at r/d=0.3,
x/d=100; the difference is 2.6%, which is acceptable.

These last results for code validation presented here show that the OpenFOAM
code is well suited for simulating supercritical flows.

5.4 Code Performance

Based on the results presented in section 5.1 it can be concluded that Open-
Foam handles cases with constant properties very well, both for a channel and
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Figure 5.31: Velocity profiles at different axial location. Results plotted are from [21]

and present study.

an annular geometry and for Pe > 50. The results for the mixed convection
case show that buoyancy is properly taken into account in OpenFOAM. Because
not all results of the supercritical cases were satisfactory, these cases were in-
vestigated further by calculating typical dimensionless numbers for those cases
in order to find a range in which the OpenFOAM results are acceptable. The

results of this study are presented in table 5.10:

Table 5.10: Code performance study. Displayed are the various supercritical cases
and three dimensionless parameters. g+ = ¢.,/(pUhi»). ++ denotes good or excellent
agreement, + moderate to good agreement and - unsatisfactory agreement.

Case Re Gr qt Performance
Jiang et al.[22] Case I 2360 1.48-10° 0.00068 ++
Case II 1810 2.55-10° 0.00027 ++
Case III 1824  7.77-10° 0.00077 +
Case IV 1918 1.49-10° 0.0014 -
Case V. 1993 2.09-10° 0.0018 -
Xu et al.[55] 1000 2.9-107  4.9-1076 +
Zaim et al.[58] 250 106 0.000616 +
500 109 0.000308-10~6  +
1000 108 0.000154-107%  +
1500 108 0.000103-106¢ +
Jiang et al.[21] 1647 1.2.10° NA ++

The cases taken from Zaim et al.[58] were considered here to be in moderate
agreement, even though the exact case was not reproduced. However, the results
were in good agreement with a slight alteration to the wall heat flux for the low
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Reynolds numbers. The performance given in the table here is based on the
discussion that was given for each case (see above). Based on the results of the
performance study, it is seen that the OpenFOAM code gives good results if
g™ < 0.001.
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Chapter 6

Investigation of the thermal
boundary layer thickness in
upward heated annular
supercritical flows

This chapter is concerned with the investigation of the development of the ther-
mal boundary layer in upward annular supercritical flows. To this end, an
analytical study was made and a number of CFD- simulations were run. Differ-
ent values for the mass flux and the uniform wall heat flux are chosen and the
effects of these choices with respect to heat transfer phenomena are investigated.
This chapter starts with the analytical derivations, which will give more insight
into the problem of variable property flows: specific heat capacity c,, density p
and thermal conductivity A. Subsequently, the CFD results are discussed. The
chapter ends with a summary and a discussion.

6.1 Analytical considerations

6.1.1 Derivation of the thermal boundary layer thickness
with variable properties

In chapter 3, an approximation for the temperature field in a channel has been
derived. It has also been shown that the development length for the Graetz-
Nusselt problem is a function of the Pe-number. In chapter 5, it was shown
that using the integral approximation method for a case with a uniform wall
heat flux results in good agreement with literature. The integral approximation
method used there can also be used for the Graetz-Nusselt problem with variable
density p(T'), variable specific heat capacity c¢,(T") or thermal conductivity A(T').

The use of a full equation of state to determine supercritical fluid properties,
would result in very complex differential equations. Therefore, the effect of
variable properties on the thermal development is studied here by varying one
property at a time, while keeping the other properties constant. Also, simple
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property relationships are used. A channel geometry is considered here; it was
shown by Poole[45] and Weigand et al.[54] that heat and momentum transfer
in annuli are almost the same as in channel flow forR;/R, > 0.5. The channel
width amounts to d=0.5 mm and the wall at y = d is adiabatic, while the wall
at y=0 is heated.

Considering ¢, and A to be constant and using the following relationship for the
density!
p(x,y) = pin = pinB(T(2,y) — Tin) (6.1)

the energy equation becomes:

0 8 or

where

B = pjn (gg) (6.3)

Tin

Together with equations 3.25, 3.19 and 3.11 and by repeating the same steps as
was done in section 3.3.2, a differential equation for §(x) is obtained:

q;, 6°(x) 86(x) 52( ) 94(x) 6%(x) 04(x)
B4Peft e T+ 126PeT, s S — 315(6.4)
which has the solution:
630
845‘1;1: e(5(z))* + (1 + BTy)Pe(d(x))? — = zd? =0 (6.5)

A similar approach can be used ¢, to find the thermal boundary layer thickness
d(x). Assuming a simple relationship for c,:

Cp(x, y) — Cpin = Cpm’y(T(:E, y) — Tin) (6.6)

in which -y is defined as:
1 Jcp
=— | = 6.7
T, ( aT ) - (6.7)

Cl)zn

and taking the same steps as before, the differential equation for §(z) is given
by:

' §3(x) 98(x) §2(x) 86(z) _ §2(x) 06(z) -
BAPey S 2 T 4 126Pe=—s o 4 126Pey Ty o - = 315(6.8)
The corresponding solution for §(x) is
17 gy, 3 630 o
) Pe(5(z))* + (1 +~Tp) Pe(5(z))® — vy xd° =0 (6.9)

1This is reminiscent of the Boussinesg-approximation.
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Using equation 6.5 or 6.9 in conjunction with equation 3.25, the temperature
profile in the entry length can be (numerically) evaluated for cases with either
variable density or specific heat capacity, respectively.

In order to model thermal conductivity as a function of temperature, a few extra
steps are necessary. Consider the initial guess for the temperature profile:

» 3 4
T(x,y) = AZTx) <;6(x) —y+ 52‘”@ - % 53(95)) + T (6.10)

In which A, (z) is the thermal conductivity at the wall (y=0). The thermal
conductivity A is modelled by:

Mz, Y) — Ain = Nine(T(z,y) — Tin) (6.11)

in which e is defined as:
1 oA\
€= (OT) (6.12)

Tin

An expression for A, (z) still needs to be found. This can be done by evaluating
equation 6.11 at the wall (y=0):

Ao (@) = Mz, 0) = Ain <1+ ;qu( )(x)) (6.13)

This gives for Ay:

Ao Am + = ()\fn + 2\ineq, 8(x))Y/? (6.14)

The solution with a minus sign is dropped here: if ¢, is considered to be zero,
then Ay, (z) should be A;;, and not zero. The same steps as before can be taken.
The differential equation that describes 6(x) is given here:

MNP () ) 302w
f@)Nin +2f (@) fl@)in+2f(2)  f(@)(Ain +2f(2))
10PeX; f(x) 62(2‘8) (%ﬁ?)
=0

+

(6.15)
in which f(x) = Ay — %)\m- The solution of equation 6.15 is:

o(z) =

1/3 f(x T f2 o 1/3
S (5 5 Zsedryda’) din +2 (fy 52ty da’) ) A2, Pe?)
(6.16)

in which 2’ is a integration variable. It was assumed here that f(z) is always
real and that z is zero or positive. Equations 6.5 and 6.9 together with 3.25
form the solution for the temperature field for variable density and variable
heat capacity in the entry region, respectively. Equation 6.16 together with
equation 6.10 forms the solution for the temperature field with variable thermal
conductivity in the entry region.
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6.1.2 semi-analytical results

The thermal profiles for four cases (flow with constant properties, variable den-
sity, variable specific heat capacity or variable thermal conductivity) were calcu-
lated with Maplell. The inlet properties and the uniform wall heat flux (y=0)
are given in table 6.1.

Table 6.1: Selected conditions for the analytical case. For constant property flow,
B, v and € are zero. The values listed correspond to supercritical CO2 at 9.52 MPa.

En Pin >\1n Cpin 6 Y € Qw
(°C)  (kg/m*) (W/mK) (J/keK) (1K) (1/K) (1/K) (W/m’K)
25.18 808 0.0898 2990 -0.0114 0.0270  -0.0146 5000

It was assumed here that the density decreases, that the specific heat capacity
increases and that the thermal conductivity decreases with temperature. This
corresponds qualitatively with a supercritical fluid where T, < Tp..
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Figure 6.1: Temperature profiles for four different cases: constant properties, variable
heat capacity cp, variable density p, variable thermal conductivity A.

The temperature profiles at x/d=25 are plotted as a function of the radial coor-
dinate r*=( RT;Réi) for the four cases in figure 6.1. It can be seen that a variable
density leads to higher temperatures at the wall and that a variable specific heat
capacity leads to lower temperatures at the wall compared to the constant prop-
erty case. This effect can also be explained as follows: consider the convective
term in the energy equation pc,UT as a radial average. If p becomes smaller, T'
must become higher? and if ¢p becomes higher, T' must become lower, because
the same amount of heat is added to the system as in the constant property
case. As a consequence, the Nusselt number, plotted in figure 6.2, is higher for

2Compared to the constant property case.



the case with variable specific heat capacity and is lower with variable density.
This last result is true, only if the velocity field does not change much due to
differences in density, which is not likely to be the case in a real life situation.
The approximation shows however that due to lower density, the fluid trans-
ports less heat per unit volume. To implement temperature-velocity coupling
in the integral approximation method would be challenging. From literature, it
is known that a fluid accelerated by buoyancy forces in upward laminar flows
causes an increase in heat transfer (see chapter 2).

It can be seen in figure 6.1 that a variable thermal conductivity that decreases
as the temperature becomes higher, leads to a higher temperatures near the
wall and to lower temperatures far away from the wall. Considering Fourier’s
law of conduction at the wall, ¢;, = _)‘“’(m)% , it is easily deduced that as A

decreases, |g—§| must increase, for a constant wall heat flux.

20

18

16

14 -

12 constant
—c

=z 10 p
—A\

Nu=2.693

0 5 10 15 20 25 30
x/d

Figure 6.2: Nusselt number as a function of the axial length for four cases.

From the semi-analytical derivations and results above, it can be seen that
the thermal boundary layer is increased for decreasing density (not considering
acceleration effects) and decreased for increasing specific heat capacity. These
changing properties lead to lower and higher Nusselt numbers, respectively.
Decreasing thermal conductivity causes the thermal boundary layer and the
Nusselt number to become smaller.

6.2 Numerical results for supercritical CO,

Supercritical CO5 at a pressure of 9.52 MPa and supercritical water at 25 MPa
were simulated for different system parameters (inlet mass flux, wall heat flux)
in an annular geometry. For all cases, the value of g7 = ¢, /(pUhs,) was kept
below 0.001 in order to ensure the validity of the code (see section 5.4.). The
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highest inlet Reynolds number (based on the hydraulic diameter) used in the
simulations is 785, which is well below Re.,.=2000 for annuli; this likely ensures
that the flow is laminar, even with acceleration effects.?

6.2.1 Geometry and mesh

The geometry considered (see figure 6.3) is an annulus with an outer radius
R,=1.77 mm and an inner radius of R;=1.27 mm. The hydraulic diameter
for this geometry d = 2(R, — R;)=1 mm. Fluid enters the annulus with a
fully developed profile (equation 4.15) and a uniform enthalpy value h;,, (which
corresponds to a temperature of T;,. The length of the annulus is L = 200Dy,.
The outer wall is considered to be adiabatic and there is a uniform wall heat
flux ¢;, at the inner wall. The mesh was set to 2000 * 100 cells (axial x radial)

0.5 mm 2.54 mm 0.5 mm
Ro Ri 0 Ri Ro
” » X
Qo I l
Ve ~ N g
r

il 11
Tin,Um Tin,Unm

Figure 6.3: Graphic representation of the investigated case.

6.2.2 Numerical results for supercritical CO,

In the numerical investigation with supercritical CO2 (9.52 MPa), the effect
of inlet velocity and wall heat transfer were studied; inlet velocities U, were
varied from 0.03 to 0.07 m/s, which correspond to Peclet numbers of 807 to
1883, and uniform wall heat fluxes ¢}, were varied from 2000-10000 W/m?K.
The inlet temperature T;,, = 25.18°C. This temperature is much lower than the
pseudo-critical temperature T,,=42.66 °C. This means that as the temperature
increases, the specific heat capacity increases up until 7' = T}, and that density
and thermal conductivity decrease (for supercritical COgy at 9.52 MPa). The
heat transfer coefficients are studied for different values of the wall heat flux first,
for two Peclet numbers (807 and 1613). Next, the influence of the wall heat flux
is studied in depth by looking at the radial profiles of velocity, temperature
and the various properties. The effects seen here, explain the heat transfer
phenomena (heat transfer coefficients as a function of the length of the annulus)
presented before that. Subsequently, the effect that the wall heat flux and the
inlet Peclet number have on the boundary layer thickness is studied. Finally,
a relationship is proposed for the prediction of the axial coordinate where heat
transfer is dominated by the property variations and where the inlet effect is no
longer apparent.

3it was shown that in mixed convection flows the transition from laminar to turbulent flows
can occur even at low Reynolds numbers, due to flow reversal. See chapter 2.
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Figure 6.4: Heat transfer coefficient, inner wall temperature and bulk temperature as
a function of the axial length for two different Peclet numbers (807 and 1613 on the

left and right respectively.

Heat transfer phenomena

The heat transfer coefficients htc, inner wall temperatures T,,; and bulk tem-
peratures T are shown as a function of the axial length in figure 6.4.

It can be seen that the heat transfer coefficient first sharply decreases, which is
a direct result from the uniform temperature profile at the inlet (hereafter called
the inlet effect). At some point along the annulus, the heat transfer coefficient
starts to increase again. For four cases a maximum in the heat transfer coeffi-
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cient can be seen (Pe = 807;¢,=5 and 5.5 kW/m? and Pe = 1613;q),=8 and
10 kW/m?). This maximum lies between the axial point where T,;=T,. and
where Ty, =1T},.. For higher heat fluxes the location of the maximum heat transfer
coefficient shifts towards the inlet (This is consistent with, for example, Bae et
al.[1]), while its value increases (which is typical in upward mixed convection,
as was explained in chapter 2). The positions of the local minima near the inlet
also shift toward the inlet for higher heat fluxes and for lower mass fluxes.

Influence of uniform wall heat flux

The phenomena described above can be further investigated by looking at the
radial variations of U, T, ¢,, A and p. In figure 6.5, the radial velocity and
temperature profiles are plotted for different positions of the axial length. In
figure 6.6, radial profiles of c,, A and p are shown. These figures correspond to
a case with Pe=1613, ¢;, = 5000 W/m?K and ¢, = 10000 W/m?K (denoted as
Case I and Case II, respectively). It can be seen that for case II, the velocity is
much more accelerated than for case I (for z/d > 150, flow reversal occurs) and
that the temperature gradients near the wall are larger, compared to case I.

From the analytical model, it followed that the heat transfer coefficient (Nu-
number) is increased due to increasing ¢, and is decreased due to decreasing A.
From literature, it is known that, flow acceleration in laminar flows increases
the heat transfer coefficient. All these effects are present in case I.

Looking at figure 6.6 (left column), it can be seen that the values of ¢, increase
at the wall up until the outlet, while A and p decrease at the wall for case I.
Figure 6.5 (left column) shows that the fluid near the heated wall is acceler-
ated. It can be seen from figure 6.4, that, after the inlet effect, the heat transfer
coefficient increases. Thus, the effects that an increase in ¢, and acceleration
have on heat transfer, outweigh the effects that a decrease in A and in p (not
considering the acceleration) have.

In case II, the wall heat flux is twice as large as in case I. In this case, a
maximum in heat transfer is seen at 2/d=74 in figure 6.4. It can be seen in this
figure, that T,,; increases much faster due to the higher wall heat flux. This
means that ¢, increases much faster, while p and A decrease much faster. The
flow acceleration (figure 6.5 is larger than in case I, due to the larger radial
differences in density (figure 6.6). Thus, up to the point where the heat transfer
has a maximum, increasing ¢, and acceleration outweigh decreasing p and A.
It can also be seen for this case that the region with high ¢, moves away from
the heated wall, while ¢, at the wall decreases in figure 6.6 (right column). The
dent seen in the A profiles is due to the steep temperature gradient. After the
point where a maximum in heat transfer occurs (x/d > 74), the fluid keeps ac-
celerating (figure 6.5). However, ¢,, A and p decrease at the wall after x/d > 74,
which causes the inner wall temperature to rapidly increase again (figure 6.4).
The effects of a decrease in ¢,, p (not considering the acceleration effect) and
A outweigh the effect that acceleration has on heat transfer, causing the heat
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transfer coefficient to become smaller.*.

From figures 6.5 and 6.6, it can be seen that the radial differences in velocity,
temperature and in properties become larger for a higher heat flux. Due to the
larger increase in T,,; for a higher wall heat flux, ¢, increases faster and the
flow is accelerated more (which may even lead to flow reversal). This causes
the minima and maxima in heat transfer coefficients to move towards the inlet.
The radial differences also create a region near the wall where the diffusivity

A

(defined as K = p7) is lower. This suggests that the thermal boundary layer

4These statements are only true for the cases that were investigated. For even higher heat
fluxes, the effect of decreasing A\ and decreasing p (not considering the acceleration effect)
might be stronger than increasing c, and acceleration. This was not investigated. The small
difference between local minimum and maximum heat transfer coefficient seems to decrease
with increasing heat flux. For a certain critical heat flux, the local maximum could disappear.
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positions along the axial length of the annulus (z/d). Pe=1613. ¢y = 5000 W/m?K

(left column) ¢, = 10000 W/m?K (right column).

76



Case | Caselll

—x/d=50, qiv = 5 kW/m2 —x/d=50, qw =10 kW/mz2
—=x/d=100, qw = 5 kW/m? ~——x/d=100, qw =10 KW/m?
x/d=150, qw = 5 kW/m? x/d=150, qw =10 kW/m?
——x/d=200, aw = 5 kW/m? ——x/d=200, ay =10 kWW/m?
10000 10000
9000 9000
8000 8000
g 7000 g 7000
2 2
5 6000 S 6000
o o
© 5000 © 5000
4000 \\ 4000
3000 3000
2000 2000
0 0.2 0.4 0.6 0.8 1 0 0.2 04 0.6 0.8 1
r r*
0.09 0.09
0.085 0.08
3 < 007
E o008 E
S S
= < 0086
0.075
0.05
0.07 0.04
0.065 0.03
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
r* r*
850
800
800
750 /~ 700
& 700 @ 600
E E
o o
= EE0 < 500
Q Q.
600
400
550
500 300
450 200
0 0.2 04 0.6 0.8 1 0 0.2 04 0.6 0.8 1
r* r*

Figure 6.6: Radial plots of the properties p, ¢, and A for different positions along the
axial length of the annulus (z/d).

7



becomes smaller if the heat flux is increased; this is investigated below.

Influence of wall heat flux and inlet mass flux on the thermal bound-
ary layer

The thermal profile of three cases in the developing region (x/d=10) have been
plotted in figure 6.7. From this figure it can be seen that lowering the inlet mass
flux (or Pe-number) causes the boundary layer to be larger. This is qualitatively
speaking not different from constant property cases. A higher wall heat flux
causes the boundary layer to become smaller. This effect is partially due to the
increase in ¢, and the decrease in A. For a higher heat flux, A and ¢, decrease
and increase more quickly, respectively. It was shown before that an increase
in ¢, and a decrease in A makes the boundary layer smaller. The decrease in
density (not considering acceleration) enlarges the thermal boundary layer.
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Figure 6.7: Radial plots of the temperature profile for three cases at an axial position
x/d=10.

Local heat transfer enhancement

It was explained in the previous section that the local increase in heat transfer
coefficient is due to the increase in ¢, and due to acceleration. The sharp de-
crease in the heat transfer coefficient very near to the inlet is due to the uniform
temperature profile imposed at the inlet. Thus the local minimum, or onset of
local heat transfer enhancement, can be regarded as the point where the varia-
tion of properties becomes dominant and the point where the inlet effect is no
longer apparent. The length between this point and the inlet is called here the
thermal boundary layer development length Lipp.
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In the cases presented in figure 6.4, it is seen that the minimum in the heat
transfer coefficients shifts towards the inlet for increasing wall heat flux and
decreasing mass flux. It is also seen that for a larger heat flux the shift becomes
smaller. This is due to the steeper increase in cp,.

Looking at the minimum for Pe=807, ¢;,=5000 kW /m? and Pe=1613, ¢;,=10000
kW/m? it is found that the minimum occurs at z/d=37 andz/d=38, respec-
tively. This suggests that the heat transfer coefficient minima for different cases
occur at the same position if ¢, /Pe is of the same value.

Before looking further into this however, it is interesting to look one more time
at equations 6.5, 6.9 and 6.16. These functions show that the boundary layer is
a function of ¢}, Pe, 3, €, v and T},,. It is assumed here that the length at which
the inlet effect disappears directly related to the development of the boundary
layer thickness. The length at which the inlet effect disappears is therefore also
written as a function of these parameters. Using dimensionless forms of these
parameters, it is proposed here that:

A A
To study the effect of inlet Peclet number and wall heat flux, the effect of
the inlet temperature is not considered in the remainder of this chapter. To
investigate the claim that a minimum in heat transfer occurs at the same axial
position if ¢, /Pe is of the same value, L, was plotted against the dimensionless

parameter iqgj in figure 6.8.

200
180 | \'
160 | \

140

wd  q,d  g,d
Lo/ = f (Pe,ﬁqj,vq“ et ,ﬂTwm,em> (6.17)

120
i + Pe=807

= Pe=1075
Pe=1613
x Pe=1883

100 -

Ltno/d

80 -

60

40 A

20

0 0.0002 0.0004 0.0006 0.0008 0.001 0.0012 0.0014
pawd/rPe

Figure 6.8: L:hb plotted against BA‘Z}E’:.

To make this plot, the four listed Peclet numbers were investigated while varying
the wall heat flux in a range of ¢/,=1-10 kW/m?. The position of the minimum
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was in some cases (roughly Lypp/d > 150) difficult to find, due to small oscilla-
tions (typically of order & 0.1) in the heat transfer coefficient near the minimum.
In those cases, the axial coordinate was interpolated as the average of two coor-
dinates with clearly a higher htc than the oscillating part (+0.5 W/m?K). The
oscillatory part was not longer than 3d. Not all cases showed a minimum in
heat transfer. It is possible that this minimum occurs at x/d > 200 or that it
never occurs at all. From figure 6.8 it can be seen that L;;; becomes smaller
for higher values of ¢, and for lower values of Pe. The reason for this is already
discussed above. To model this behaviour, a suitable function is selected of the
form (also shown in figure 6.8):

Low/d=a (Mw)b (6.18)

APe

With Origin 7.5, it was found that a = 0.0036 and b = -1.2816 and their re-
spective standard errors are 0.0005 and 0.0161. To see how well this equation
predicts the simulation results of Ly, a comparison is presented in figure 6.9.
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Figure 6.9: Numerical results of the supercritical CO2 cases, plotted against equation
6.18. Also shown are the values of equation 6.18 + 5%.

It can be seen that the equation predicts Lyp, mostly within +5% of the simu-
lation value. Five other cases are plotted in figure 6.9 as well. Two cases with
an inlet temperature of 20.18 °C and three cases with an inlet temperature of
30.17 °C. Equation 6.18 does not accurately predict L;p; for these inlet tem-
peratures. This means that the inlet temperature has to be taken into account
into equation 6.18 as well. The dimensionless parameters presented in equation
6.17 could be of use here. This was not investigated, because there is too little
data available with regard to inlet temperature.
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6.3 Numerical results for supercritical water

Heat transfer to supercritical water at 25 MPa was investigated as well, but to a
lesser extent. The same geometry was used, however, this time with supercritical
water entering the annulus with a fully developed velocity profile and a uniform
temperature profile of T;,=330°C. The heat transfer coefficient was investigated
for Pe=236 and 393. The wall heat flux was varied from 10 kW/m? to 24
kW/m?. The heat transfer coefficient for Pe=393 and four wall heat fluxes is
shown in figure 6.10.
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Figure 6.10: Heat transfer coefficient plotted as a function of the axial length for
supercritical water (25Mpa).

The cases presented in figure 6.10 show some similarities with the supercritical
CO4 cases. Both show the inlet effect and an increase in heat transfer coeffi-
cient. The supercritical water heat transfer coefficients also show a slight dent
just after the inlet effect. This is possibly due to the property variations.

The minima were investigated further using the same methods as in the previ-
ous section. The location of the minima are plotted in figure 6.11 as a function
of @‘Igj in figure 6.11. Equation 6.18 was used again to fit the numerical data.
It was found that a=0.0181 (£ 0.0035) and b=-1.1163 (£ 0.0243).

Although far less data was used in the numerical simulations of water, the data
seem to indicate that Ly is a function of [iq];”j. To check the accuracy of the
power regression, the numerical data was plotted against the values predicted
by equation 6.18 in figure 6.12.

It can be seen that equation 6.18 predicts the numerical data within 5%. From
the results presented for water at 25 MPa, it can be seen that the onset of local

heat transfer enhancement can be predicted in the same manner as for COo
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Figure 6.12: Numerical results of the supercritical water cases, plotted against equa-
tion 6.18.
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6.4 Summary and discussion

With a semi-analytical model, it has been shown that in flows in which ¢, in-
creases with increasing temperature the heat transfer is enhanced and that the
boundary layer thickness is decreased compared to a constant property case.
For decreasing p with increasing temperature, the heat transfer is lower and the
boundary layer thickness is increased (not considering acceleration effects). For
decreasing A with increasing temperature, the heat transfer is decreased and the
boundary layer thickness is decreased.

These qualitative results have combined with literature to explain numerical
results of supercritical CO5 flowing upward through an annulus, heated by a
uniform wall heat flux, with an inlet temperature lower than the pseudo-critical
point. The heat transfer is increased locally due to the increase of ¢, and due
to flow acceleration. For higher heat fluxes and lower inlet mass fluxes (lower
inlet Peclet number), the local increase shifts towards the inlet. If the heat flux
is high enough, or if the inlet mass flux is low enough, the heat transfer first
increases and then decreases, because ¢, decreases again, even though the flow
keeps accelerating. The local maximum in the heat transfer coefficient is located
between the axial coordinates where Ty,; = T}, and T}, = T}.. This is consistent
with literature. The value of the maximum heat transfer coefficient is increased
with increasing values of ¢;,. This is different from turbulent cases reported in
literature.

A relationship based on the analytical derivations was proposed for the location
of the local minimum in heat transfer, determined from data gained from four
different Peclet numbers at different heat fluxes. The relationship predicts the
coordinate at which a minimum occurs within 5% of the numerical data. The
relationship does not work well for different inlet temperatures. To include the
effect of the inlet temperature, the various dimensionless groups given in equa-
tion 6.17 could be investigated. For example the effect of 3, v and € could be
averaged between the inlet and pseudo-critical temperatures, or bulk temper-
atures. Such a method, as well as the current relationships are only valid for
Lthb if En < Tpc~

The relationship will most likely not work for turbulent cases, because it is
known from literature that laminarization occurs for high heat fluxes, which
causes the maximum htc to decrease.

The relevance of the newly proposed length Ly, can be explained as follows;
the relationship gives the axial coordinate where the inlet effect disappears and
where heat transfer is dominated by buoyancy and varying properties. This in-
formation might be very useful for experimental set-ups aimed at studying these
effects in detail. The proposed relationship also shows that this heat transfer
effect is a function of system parameters®, which makes it easy to use. Possi-
bly, similar relationships can be found for the occurrence of the maximum heat
transfer coefficient. Such a relationship would be very valuable in designing heat
transfer equipment with supercritical fluids. From the results presented in this
chapter, it seems that there is a heat flux for which the local maximum in heat

5inlet mass flux, wall heat flux, geometry dimension.
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tranfer could disappear. This critical heat flux could also be determined as a
function of system parameters.

The relationship was found by using a fully developed inlet profile for veloc-
ity. This could mean that imposing a uniform velocity profile at the inlet could
change the location of the local minimum in heat transfer. With the relation-
ship from Poole[45], the development length for the lowest Reynolds number
(Re=336) was calculated to be 2/d=7.5. This length is well below the mini-
mum L;pp, that was found. Therefore, the velocity profile at the inlet will not
likely change the relationship much for the investigated range of Pe and g,,.
This was confirmed with simulations.

A mesh sensitivity analysis was performed for Case II. Two meshes of sizes
(2000 x 100 and 1500 x 100) were used. The local minimum was found in both
cases at almost the exact coordinates: x/d=37.95 and x/d=37.93, respectively.
The fact that the development length for momentum is much smaller than Ly
and that a mesh sensitivity analysis was performed for a case with strong radial
property gradients adds to the credibility of the relationship. A similar rela-
tionship was found for water, which shows that heat transfer in both fluids are
governed by the same principles.

In the numerical simulation reported here, it was found that flow reversal
can occur due to the decrease in density near the heated wall of the annu-
lus. The smallest parameters for which flow reversal occurred in the domain
were Gr = 3.84 - 10°, and a Peclet number of 807 at a dimensionless length of
x/d=195. For Gr = 9.87-10° (Pe=807), flow reversal occurred at x/d=30. This
means that the length at which flow reversal occurs is a function of q,,. The
local minimum of the heat transfer coefficient was found always upstream of the
point where flow reversal occurred.
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Chapter 7

Conclusions and
Recommendations

For convenience, the goals stated in the introduction are repeated here:

1) to investigate the thermal boundary layer thickness in laminar upward super-
critical flows in an annulus

2) to find a relation between the thermal development length and the system
parameters mass flux and wall heat flux.

3) to investigate the performance of OpenFOAM, with respect to modelling heat
transfer to supercritical fluids.

7.1 Thermal boundary layer development

7.1.1 Conclusions

Heat transfer to heated upward supercritical COo flows at 9.52 MPa were nu-
merically simulated with OpenFOAM in an annular geometry. A uniform heat
flux was imposed on the inner wall, whereas the outer wall was considered to be
adiabatic. Heat transfer phenomena were investigated for different Pe-numbers
and wall heat fluxes. The inlet temperature was lower than the pseudo-critical
temperature. A semi-analytical study was made to help explain the heat trans-
fer phenomena in supercritical flows.

The heat transfer coefficient hic shows a steep decrease near the inlet after
which it starts to increase again. This increase is due to the increase in specific
heat capacity near the wall. This effect, together with the effect of acceleration
outweigh the effect of decreasing A and p (not considering the acceleration ef-
fect). Downstream of the position where T, = T}, the heat transfer coefficient
starts to decrease. The maximum of the heat transfer coefficient lies between
the axial coordinates where T, =T}, and T =T).. A higher wall heat flux results
in higher radial property gradients and a smaller boundary layer thickness.
The minimum in heat transfer coefficient (or onset of locally enhanced heat
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transfer) shifts towards the inlet for a higher heat flux. With each increment in
heat flux, this shift becomes smaller, because ¢, increases faster as well near the
wall. The local minimum in heat transfer can be regarded as the point where
heat transfer is dominated by variable fluid properties and where the inlet ef-
fect is no longer apparent. A relation to predict the length between the inlet
and this point (thermal boundary layer development length) was found. The
relation predicts the numerical data mostly within 5%. A similar relation was
found for supercritical water at 25 MPa. These relations do not work well for
different inlet temperatures.

7.1.2 Recommendations

In the present study, the effects of variable properties in supercritical flows on
heat transfer were studied. It is known from literature however, that acceler-
ation in upward heated flows enhances heat transfer, especially if flow reversal
occurs. To make the present study more complete, the acceleration effect in
upward heated supercritical flows should be investigated. It was found in the
present study that the point where flow reversal occurs moves to the inlet for
higher heat fluxes. A relation based on system parameters could be developed
to predict this. Such an investigation will possibly help to understand the effect
acceleration has on heat transfer in laminar heated supercritical flows.

In order to increase the usefulness of the relations for the thermal boundary layer
development length, the effect of the inlet temperature should be accounted for.
A possibility for this is to create a “lumped” model. The dimensionless param-
eters that were identified as a result of the analytical study could serve as a
starting point. The semi analytical model was based on simple parameters (3,

~v and €, which do not represent the variation of properties well. Taking the

¢p (Tpc)—cp (Tin)
ep(Tin (Tpe—Tin)) * To

find relations for these “lumped” parameters will take a considerable amount of
time, because many parameters would have to be investigated for many differ-
ent system parameters (inlet temperature, wall heat flux and mass flow). The
influence of the dimensions of the geometry should also be investigated.

The difference between the heat transfer coefficient values of the local minimum
and local maximum seems to become smaller for higher heat fluxes. There could
be a critical heat flux for which the local minimum and maximum disappear.
Such a study would provide an upper limit to the relations for the thermal
boundary layer development length, but could also further help to understand
the effect that variable properties have on heated supercritical flows.

average of these in a range of T}, to T}, would yield for y=

7.2 OpenFOAM

7.2.1 Conclusions

In the present study, the open source CFD-package OpenFOAM was validated
using cases from different authors. These cases fall into three categories: con-
stant property, mixed convection and supercritical fluid cases. The results of
the OpenFOAM code are in good to excellent agreement with the selected cases
for the constant property cases. Although OpenFOAM uses only the cartesian
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coordinate system, cylindrical (-coordinate) heat transfer problems in Open-
FOAM have been successfully validated.

Buoyancy is accounted for in OpenFOAM via a decoupling of the total pressure
into the dynamic pressure and the hydrostatic pressure. It was found that this
works well for the mixed convection case that was considered.

Properties of supercritical fluids were modelled with splines, which were imple-
mented in the OpenFOAM code with the help of boolean functions. Many cases
were simulated with unsatisfactory to excellent results. This was investigated
further with a parameter study. It was found that for ¢+ < 0.001, the code gave
good results.

7.2.2 Recommendations

It has not been investigated wether or not using a cartesian coordinate system
for cylindrical problems is efficient. In these kind of problems, OpenFOAM
solves for all three components of momentum, which should not be the case
for an axisymmetric problem. Implementing a radial coordinate system for the
operators in all differential equations, could reduce the total calculation time
required for a fully converged solution. A mesh sensitivity analysis could be
carried out in order to see which coordinate system (cartesian or cylindrical)
uses less cells in order to produce a certain result. If a cylindrical coordinate
system needs less cells, compared to the cartesian one, total calculation time
could be reduced.

The simulations described in chapter 6 took 7 to 8 days each to run on a single
processor. Using multiple processors will likely lower the total calculation time.
The use of booleans in the property splines greatly increases the total calculation
time. A first improvement for this is to model the heat diffusivity K (= %) with

a spline. The factor % can then simply be modelled by multiplying the fields
p and K. However, a great improvement could be made by modelling the fluid
properties not with splines, but a function that is valid for a large range of
temperatures that are of interest. For example, a property could be written
as an algebraic function in 7. If such functions can be found, they should be
validated against results found in literature.

New validation cases should be selected to model heat transfer to supercritical
fluids, in order to investigate wether or not is able to handle cases with ¢ well
or not. The criterion for ¢ chosen in this study was based on the results of
cases with high Reynolds numbers, which should not be modelled as a steady
state.
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Appendix A

Code excerpts

A few excerpts of the code are shown and explained here. The particular ex-
cerpts work only for an annular geometry.

Listing A.1: Declaration of a variable

1 volScalarField T

2 (

3 IOobject

4 (

5 "T",

6 runTime.timeName (),
7 mesh,

8 IOobject::MUST_READ,
9 IO0object:: AUTO_WRITE
10 )

11 mesh ,

12 ),

Variable T is defined as a volumetric scalar field. volScalarField is an Open-
FOAM class, whereas T an object. Line 5 to 11 tell OpenFOAM to look for
dictionary T (in which the boundary conditions and the initial field values are
set), tie T to specific iteration (time) and cells, to read and write T at a specific
iteration (as specified in controlDict) and finally (line 11), to use the values
given in the mesh at the start of the code.

Listing A.2: Momentum equation

1 volTensorField gradU = fvc::grad(U)

2

3 tmp<VectorMatrix> UEqn

4

5 fvm::div(phi, U)

6 - fvm::laplacian(mu, U)

7 - fvc::div(mu*gradU.T() - scalar (2)/scalar(3)
8 *mu*xtr ((gradU.T()))*I)

9 );

10
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11 UEqn().relax();

12

13 eqnResidual = solve
14 (

15 UEqn

16
17 fvc::reconstruct

18 (

19 fvc::interpolate(rho) * (g & mesh.Sf()) -
20 (fvc::snGrad(p))+*mesh.magSf ()

21 )

22 ).initialResidual ();

fvc:: is a OpenFOAM class which is used in explicit discretization, whereas
fvm:: is reserved for implicit discretization. After fvc:: or fvm:: comes
a function, which corresponds to a physical operator, such as a gradient, di-
vergence or laplacian operator. Tied to these functions are the various dis-
cretization scheme functions, which are selected in the dictionary fvSchemes.
interpolate means that the function is evaluated at the cell face. mesh.Sf ()
is a surface vector and mesh.magSf () is its magnitude. Thus, buoyancy and
pressure terms are evaluated at the cell faces. The reconstruct function
transforms the cell face values into cell centred values. The member function
.relax() under-relaxes the momentum equation, as specified in the dictionary
fvSolution. Line 13 and 22 represent the solver method, as selected in the
dictionary fvSolution.

The other equations that are solved for use the same classes and functions.

Listing A.3: Wall heat flux BC

1 1label innerWallID =
2 mesh.boundaryMesh () .findPatchID (" innerWall");

3 fixedGradientFvPatchScalarField& innerWallH =
refCast<fixedGradientFvPatchScalarField>
5 (h.boundaryField () [innerWallID]);

W

6 scalarField& gradHInnerWall = innerWallH.gradient ();
7 scalarField& cpIW = cp.boundaryField() [innerWallID];

8 scalarField& lambdalW =

9 lambda.boundaryField () [innerWallID];
10

11 forAll(gradHInnerWall, facel)

12 {

13 gradHInnerWall [faceI] = q.value() /
14 lambdaIW*cpIW[facell;

15 }
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In the blockMesh! dictionary, the boundary face values are labelled; in this case
the inner wall of an annulus is labelled as innerWall. For a uniform wall heat
flux in variable property flow, the gradient (equation 4.18) face value at the
inner wall has to be updated each iteration. Line 1 finds this label and gives it
a different label inside the code: innerWallID. In the second line an object is
created containing (amongst other information) the normal gradient face values
of the boundary labelled innerWallID. The gradient face values are of interest
here; these are put in a new object: gradHInnerWall (of class scalarField).
The same is done for the values of A and ¢, at the wall. In wall line 11-14, the
gradient face values for h are calculated, based on the local values of ¢, and A. q
is a previously specified object of the class dimensionedScalar (it has multiple
members, of which the member value is used here).

The inlet boundary conditions for velocity were made in a similar way, but with
few different steps in the beginning. To access the coordinate y, for example,
the following is used: y = (mesh.C()).component(1);, in which .C is used to
get the cell centred values. In this case, y must be declared as described above
in the beginning of this chapter.

Listing A.4: Spline implementation

1 forAll (mesh.cells(), i)

2 {

3 rho[i] =

4 #include "estrhowater .H"
5 cplil =

6 #include "estcpwater.H"
7 lambdal[i] =

8 #include "estlambdawater .H"
9 muli] =

10 #include "estmuwater .H"
11 T[i] =

12 #include "esthwater.H"
13 }

The fluid properties and the temperature field are updated here for all cells
within the mesh. The header(.H) files contain the actual spline functions. The
variable properties at the boundaries are calculated in a similar manner, by
looping over the boundary cell face values.

Listing A.5: Density spline estrhowater.H

1 (

3 (

3 1.0876e-10 * pow((h[i]-103070),3)

4 -2.0933e-010 * pow((h[i]-103070),2)

5 -6.13213e-005 * (h[i]-103070)+1009.6

6 ) * bool(103070<=h[i]) * Dbool(h[i]<201900)
7 +(...)

8 );

1This is where the mesh is specified
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pow(a,b) is a’. bool is a boolean. h here has an index according to the loop

described above. (...) stands for the rest of the spline function.

Listing A.6: Calculation of htc

1 float SUM [NL];

2 float NORM [NL];

3

4 scalarField TUA = rho*cp*U.component (2)*T;
5

6 fvPatchScalarField Tbw =

7 refCast<fvPatchScalarField >(Tb.boundaryField ()
8 [lowerWallID);

9 fvPatchScalarField Twall =

10 Tb.boundaryField () [lowerWallID;

11 fvPatchScalarField htcWall =

12 htc.boundaryField () [lowerWallID];

13

14 forAll (Tbw, j)

16 {

16 forAll (mesh.cells(),i)

17 {

18 if (z[i] <- (j+1)=dZ)

19 {

20 if (z[i] > j=*dZ)

21 {

22 SUM[j] += TUA[il*y[il;

23 NORM[j] += (U.component (2)

24 xrho [i]l*cp[il*y[i]);
25 }

26 }

27 }

28 Tbw[j] = SUM[j1/(NORM[jl+1le-10)

29 htcWall[j] = q.value()/(Twall[jl-Tbw[jl+1e-10);
30 }

31

32 Tb.write();
33 htc.write();

The first two lines create two arrays with a length NL (which contain floats).
NL must be larger than or equal to the total number of cells in the length of
the geometry in order to avoid a segmentation fault. In the lines 2-11, help
variables are created to make the code to calculate htc look more clear. In line
10, a loop is created to go through the coordinate z. In the second loop, the
z-coordinate is checked against that of the primary loop. If there is a match,
J pepUTdr is calculated as a sum, as well as [ pe,Udr. To avoid any floating
point exceptions, 1e-10 has been put in each denominator. In the last two lines,
the values of the wall temperature and the heat transfer coefficient are written
in the variable dictionaries Tb and htc. The friction factor and the wall shear
stress are calculated in the same manner.
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