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Relevant Challenges:
@ RES integration = decreased inertia and control response

@ slow legacy monitoring/control architectures (e.g., SCADA)

(Some) Desirable Advances:

@ use of high-bandwidth closed-loops (e.g. 10+ samples/sec)
@ use of fast inverter-based resources (IBRs) for control

© hierarchical architectures for (i) integration of many devices, (ii)
situational awareness, (iii) low-latency localized response

» EPRI Whitepaper: “Next-Generation Grid Monitoring and
Control: Toward a Decentralized Hierarchical Control Paradigm”J
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Enabling Fast Control via Inverter-Based Resources

in other words, how do we make the modern grid more boring?

Big Picture: leverage fast actuators for fast control J

@ Design Objectives

e Fast and localized compensation of disturbances
o Hierarchical/decentralized architecture (min. delay, scalability)

o Maintain real-time operating constraints

@ Design Constraints

e Premium on simplicity in design and implementation
o Integrable with legacy controls

o Use realistically available model information

3/39



Outline of Talk

@ Fast Frequency Control via IBRs
@ Fast Voltage Control via IBRs (maybe)
© Hierarchical Transmission/Distribution Coordination

@ Parting Thoughts
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Primer on Traditional Frequency Control

Figure: NERC Balancing and Frequency Control
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Frequency Control is Supply-Demand Balancing

Figure: AEMO
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Stages of Power System Frequency Control

Figures: ENTSO-E, S. Dhople

Primary Control: generators
everywhere respond to help
stabilize the frequency

Secondary Control: rebalances
the system so that every area
achieves supply-demand balance
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/

L

New dispatch

steau
state

dy

Load change

New dispatch

state

7/39



Diagnosing The Patient

o Legacy frequency regulation is slow, because
(i) Turbine-governor systems on large generators are slow
(i) The priority (correctly) is robustness not performance

(iii) High-inertia grids don't need fast rebalancing, so why bother
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Diagnosing The Patient

o Legacy frequency regulation is slow, because
(i) Turbine-governor systems on large generators are slow
(i) The priority (correctly) is robustness not performance

(iii) High-inertia grids don't need fast rebalancing, so why bother
@ Primary control essential, but provides limited localized response

@ Regulation loop (LFC) is based on Cohn's frequency-biased
net-interchange (ACE); this ignores grid dynamics

How should we re-think frequency control for low-inertia
systems with fast actuators? J
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Overview of Proposed Frequency Controller

Control Center

A

Bulk grid divided into
small local control
areas A{,..., Ay
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substations each)

Measurements and
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LCA
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Overview of Proposed Frequency Controller

Control Center

A

As

Bulk grid divided into
small local control
areas A{,..., Ay

(e.g., a few
substations each)

Measurements and
resources locally
available within each
LCA

© Stage 1: LCA-decentralized controllers C, redispatch local IBRs

@ Stage 2: Centralized coordination for severe contingencies

Conceptual goal: very fast and localized secondary-like response |
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Stage 1: Local Control Area (LCA) Frequency Control

Philosophy: quickly estimate and compensate all local imbalance
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Allocator Estimator
LCA Controller

@ Disturbance Estimator: real-time estimate of gen.-load mismatch

@ Power Allocator: compute (constrained) power set-points for IBRs
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Model-Based Fast Frequency Control

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.
B Adk=¢ *AN"* @ IBRs have local droop curve
{apsh Afy

»{ IBRs »| Bal. Area k . N set

Ji
TxiAPyi = —APyi— 5 = +AP;

P @ Inverter controls ensure T} ; is
Allocat Ady, | Model-Based ki
ocator .
Estimator small (e.g., 200ms)
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E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.

Adef  Jani
(AP}
»{ IBRs »| Bal. Area k
Ady; | Model-Based
Allocator Esti
stimator

Afi

@ IBRs have local droop curve
TiilPyi = APy ;— 5 L AP

@ Inverter controls ensure T} ; is
small (e.g., 200ms)

@ ldentify a simple dynamic model for each area + IBR dynamics

ACCk = AkA.Tk + Bk(APISet — Adk —|— AN']C)7 Afk = C’Amk
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Model-Based Fast Frequency Control

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.
" Adk‘* *AN'*" @ IBRs have local droop curve
{apsh Afy
»| IBRs »| Bal. Area k

ThilAPy; = —APg i~ FE L AP

P @ Inverter controls ensure T} ; i
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Estimator small (e.g., 200ms)

Allocator

@ ldentify a simple dynamic model for each area + IBR dynamics
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Model-Based Fast Frequency Control

E. Ekomwenrenren et al., "Hierarchical Coordinated Fast Frequency Control ...," in IEEE TPWRS, 2021.
" Adk‘* *AN'*" @ IBRs have local droop curve
{apsh Afy
»| IBRs »| Bal. Area k

ThilAPy; = —APg i~ FE L AP

P @ Inverter controls ensure T} ; i
Ad [Vodel Baeed erter controls ensure T}, ; is

Estimator small (e.g., 200ms)

Allocator

@ ldentify a simple dynamic model for each area + IBR dynamics
Ay = ApAzy + Br(APS — Ady, + ANIy,), Afr = CAxy
@ Fictitious disturbance model Adk =0 =— Extended-state observer
Ay
[Aék
Afe = CuAdy

0 0 | |Ady 0

— [Ak _Bk} [Mk] ¥ {B’“} (AP + ANI) + Li(Afi — Afy)

@ Allocate estimator to IBRs, subject to constraints (solve a small QP)
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Case Study: Three-Area System
About 230MW per area

AP

= Measurements
«—= IBR communication
‘@~ Controller i

12/39



Scenario: 63 MW Disturbance, Area 2

@ Design based on lumped generator + governor model

500 ms Delay~—, ‘ —G1
60 X —G2
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Localized Response in Area 2 )
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Data-Driven Fast Frequency Control

in IEEE TPWRS, 2024 (Hopefully!)

E. Ekomwenrenren et al., " Data-Driven Fast Frequency Control ...,"”

The model-based estimator can be
replaced with a direct data-driven
estimator

Adk¢ iAmk

{ary
»| IBRs »| Bal. Area k
Adj, | Data-Driven
Allocator Esti
stimator

Afy
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Data-Driven Fast Frequency Control

E. Ekomwenrenren et al., " Data-Driven Fast Frequency Control ...,” in IEEE TPWRS, 2024 (Hopefully!)
Adk¢ JANI,
tans IBR Bal. Area k |k

. > S > al. ea k

The model-based estimator can be "

replaced with a direct data-driven

estimator Ady, [ Data-Driven
Allocator | Estimator

@ Offline: excite the area with IBRs and collect T' samples of 1/O data:

Avg = (Ava(1), Ava(2), ..., Ava(T)), v = AP*' £ ANI
Afa = (Afa(1),Afa(2),...,Afa(T))
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Adk¢ JANI,
tans IBR Bal. Area k |k

. > S > al. ea k

The model-based estimator can be "

replaced with a direct data-driven

estimator Ady, | Data-Driven
Allocator | Estimator

@ Offline: excite the area with IBRs and collect T' samples of 1/O data:

Avg = (Avg(1), Ava(2),. .., Ava(T)), v=AP>*" + ANI
Afa= (Afd(l)vAfd(2)7'"7Afd(T))

@ Offline: construct Hankel matrices of depth L using data
A’Ud(l) A’Ud(T—L-i-l)
H1(Avg) = . HL(Afa) similar
A”Ud(L) e A”Ud(T)
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Data-Driven Fast Frequency Control

E. Ekomwenrenren et al., " Data-Driven Fast Frequency Control ...," in IEEE TPWRS, 2023.

© Online: perform data-driven simulation to predict A f(t):

Vi Av, + Ad,
%F-H (Avd)} A |V 0
= = ~ —
[%"TPH(Ayd) 97 \FR | Y Afp
—_—— 7
Hankel r Af(t)
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E. Ekomwenrenren et al., " Data-Driven Fast Frequency Control ...," in IEEE TPWRS, 2023.

© Online: perform data-driven simulation to predict A f(t):
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Data-Driven Fast Frequency Control

E. Ekomwenrenren et al., " Data-Driven Fast Frequency Control ...,” in IEEE TPWRS, 2023.

© Online: perform data-driven simulation to predict A f(t):

Ve Avy + Ady Vo' [Av, +d,
%1 +1 (Avd)} A |V 0 N
P = = ~ — Af(=F |V 0
[‘%ﬁTrﬂLl(Ayd) g Fy g Afp ® F Af
Hankel F Af(t) ’ ’

@ Online: linear update of estimate Ad(t) using prediction error:

Ad(t) = Ad(t — 1) — eL(Af(t) — Af(t), €€ (0,1), L=G(1)™"
G(1) = DC Gain (computable directly from the above data)

This is a data-driven implementation of a disturbance estimator.
Optimization-based receding-horizon estimator also developed. J
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Scenario: 60 MW Disturbance, Area 2

Data-Driven

i~ P e ] I ]
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@ Imbalance is quickly localized and rejected by controller

@ Fast emergency control to enhance grid reliability
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Comments on Data for Data-Driven Collection

@ Probing power injection = harmonic + noise

APy, (t) = sin(127t) + w(t)

=
5

Power (Mw)
=] wn
1

&

o
-
N
w
S
w
EN
=
®
°

10

@ 10 samples/s for 10 seconds = 100 total data points
@ SVD truncation eliminates irrelevant dynamic modes

o Classical SysID (or equivalent) completely sufficient . ..
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Scenario: Compensating for Renewables

@ Uncontrolled wind and solar (= 300 MW) integrated into system

@ Major unexpected decreases in RES across grid (= 125MW total peak)

N 60 - -
::: RN Model-based
g 59.9 _gg Droop control only )
=3 —G4
$598/ s .
h L L L L L
0 10 20 30 40 50 60 70 80
Area one 1@&%@0 Area three
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50 50

] o

0 20 40 60 80 0 20 40 60 80 0 20 40 60 80
Time(s) Time(s) Time(s)

>

Disturbance (MW)
(7]
<
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Scenario: 130MW Disturbance, Area 2

@ Central controller kicks in when Area 2 runs out of supply

" Centralized, 300ms Deldy —ery
Distributed, 500ms Delay G3
N
= istributed, 300ms Delay Droop Only — G4
59.81 N 1]—as
N
59.6 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40
§ Time(s)
S 60 pistributed | 60 ——IBRS
et —=: Centralized ——=IBR6
S40/ . 40 40 .{!'7:%,_
= -
o R
g20 —iBR1|| 20 —BRr3| 200 /[ ™
g —IBR2 —IBR4 |
g o 0 0
= 0 20 40 0 20 40 0 20 40
Time(s) Time(s) Time(s)
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Five-Area 68 Bus Test System
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Scenario: 300MW Load Change in NYPS Area
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Key Insights

Summary: You can significantly enhance frequency control if you
have fast dispatchable reserves and a bit of advanced control. J

S 60 Data-based
E hN Model-based
g 59.9 E_gg Droop control only
Sggl—G4 1
gs98 G2
=~ | I I
0 10 20 30 40 50 60 70 80

@ Can provide contingency resilience for low-inertia systems

@ As always, beware of communication delays

Challenge: where are these reserves going to come from?

J
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Overview of Proposed Voltage Controller (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.

G2 7 8 9
ﬁxkfw\| |
N NS
2 G\ ﬁ
IBRI' 5 /
__’_ 6
v
N 0
L/ &\)
IBR2
A
Gl\,‘ﬁ)

Control resources:
@ SGs: v;ef — Qg
e SVCs: vref — Qs
@ IBRs: qref — q;
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Overview of Proposed Voltage Controller (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.
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Overview of Proposed Voltage Controller (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.
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DO
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Control resources:

@ SGs: v;ef — Qg

SVCs: vi*f — ¢

IBRs: gref

7

u = vector of references

— q;

q = vector of power outputs
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Overview of Proposed Voltage Controller (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.

G3

/'9 e
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Y[E<]

4
D

WS

IBR2 /1

Gl (ﬁ\j"

0.95 -

0.9

0 10 20 30 40 50

Time (s)

Control resources:

@ SGs: v;ef — Qg
SVCs: vi*f — ¢
IBRs: q%”ef — q;

u = vector of references

q = vector of power outputs

Model:

minimize
ue{Limits}

subject to

voltage limits

power limits
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Steady-State Optimization Problem (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.

minimize
v;ef ,vgef ’qief

Priority(q97 gs; QZ) + Penaltchn(qgu s, /U) = F(“? y)

g _ _ ref | ref ref _
subject to  y = (qg,9s,v) = 7(v,", V5", ¢, w) = 7(u, w)
_ ref ref ref
u_(vg yUs 55 )GU
.
G, 1 8 9 G3
SIRCY ﬂ D10
2 B 3
IBR1' 5 6
Y [E]
panN 4
NS
IBR2 _~
1
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Steady-State Optimization Problem (One-Area)

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.

minimize  Priority(qy, ¢s, ¢;) + PenaltyFen(qq, g5, v) := F(u,y)

£
v;ef ,vgef ’q;re

ref ref

SUbjeCt to y= (anqs7 ) = 71-(,Ug s ref7Qz ’ ) = W(U,w)
u =

(v;ef’ ref’q;"ef) U

G2 7 8 9 G3
/;\ e Q’) A
- \}; - @ vector y assumed to be
D{' A . -
BRI measurable in real-time
6
' o 7 = steady-state grid model
(®) (D ¢
=/ ‘&) . ags s,
IBRz_i_ ' @ approximate sensitivities
G1ey) II ~ gz via load flow model
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Feedback Implementation of Voltage Controller

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control . ..in IEEE TPWRS, 2021.

U1 = PrOju{uk — (qu(Uk, Yk) + HTVyF(uk, yk)) } J

................... Cyber Layer
- Voltage Controller :---
Real-time | ool i | Real-time
Measurements E i control signals
Vs Qi Qe 1 (G Vg s Vo)

-- ~j Power Network <— 4

Phystcal Layer
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Feedback Implementation of Voltage Controller

Z. Tang et al. Measurement-Based Fast Coordinated Voltage Control .. .in IEEE TPWRS, 2021.

U1 = PrOju{uk — (VHF(uk, Yk) + HTVyF(uk, yk)) } J

................... Cyber Layer,
- Voltage Controller :---
Real-time | frreveereeiieieeeeie e i | Real-time
Measurements | i control signals
I meeereeessseessseessseessaeessseessans .
(Vs it s G s Gve) P (Gier» V. sg? Vae)

Plnsu'nl Layer

@ Advantages:

(i) Optimizes system resources and maintains constraints

(i

i) Simple to implement and tune
(iii) Integrates with legacy voltage control systems

(iv) Comes with stability guarantees
25/39



Scenario:

IBRs Providing Reactive Power Support

solid: with proposed controller

dotted: ignore

1

Voltage (p.u.)
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""""""""" !
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0,
[l — —Gl
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0 10 20 30 40 50 0 10 20 30 40 50 O 10 20 30 40 50

Time (s)

Time (s)

Time (s)
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The Need for Transmission-Distribution Coordination

@ Only very large storage and RES facilities are transmission-connected

@ Most RES/DERs are connected at the distribution level

4 . - Regulator

4 A-—t @ Capacitor

G2 7| tli ? G3
A\ *N e e
L}z«“{’(x,/ 1 p| \,ﬁ,/+\}ﬂ N\
—~ Vs : + “._ Stbstation
) v 3 -
IBRI
5 6
900kvar
sve (controlled)
— 4
~ ~
&)
IBR2 T,
Gl
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The Need for Transmission-Distribution Coordination

@ Only very large storage and RES facilities are transmission-connected

A . - Regulator
® Capacitor

@ Most RES/DERs are connected at the distribution level

\

TSN I R ST
AT A
QoA ] 4\,§,/ ) )
5 @j ! / 3 ¥ e \S\‘bstanon
IBRI
5 6
900kvar
(controlled)

SVC

Can we hierarchically coordinate resources in the distribution system to
collectively respond like a fast transmission-connected resource? J
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Multi-Area Hierarchical DN Control: Objectives

(i) Respond fast to power change requests by TSO

Feeder Structure

Bus O - -LCA""
LGy —

LCe..

set. set
Pio0> 490
LCe(y = LG,
* ’ Xl-, f i(xx) * f
DERs measurements DERs measurements
set-points. p:"‘""::;:\'“’( set-points Viidi Pio.Qio
Control Area P(i) Control Area i
Bus1 Bus2 BUSS  virtual
o VDERca;i
Bus 04! v L4
Pe(i),0 Virtual
ap DERs a.
Bus 3 1
s VDERcs;
Monitor i in i
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Multi-Area Hierarchical DN Control: Objectives

(i) Respond fast to power change requests by TSO

(i) Area-based (e.g., aggregator) control using only local measurements

set. set
Pio0> 490
LCry) nd LG,
‘ ’ Xl-,fi(xl) * f
DERs measurements DERs measurements
Feeder Structure set-points otnleey set-points Vi Piosdio
Control Area P(j) Control Area i
BusO0 -~ lic - Bus1 Bus2 BUSS  virtual
Lc LCal o VDERcy;
a2 Bus 04! V'* |
Xzt C Prii).o irtual
g UGl | ‘ DERs
‘LC3 ) Bus 3 t
VDERca;
G- o
M iinli
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(iif) Maintain voltage and current constraints in DN
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Multi-Area Hierarchical DN Control: Objectives

(i) Respond fast to power change requests by TSO
(i) Area-based (e.g., aggregator) control using only local measurements
(iif) Maintain voltage and current constraints in DN

(iv) Grid and DER models kept private to each area controller

set. set
Pio0> 490
LCry) X—xf..(. oL
* ’ i JilXi * f
DERs measurements DERs measurements
Feeder Structure  setpoints perplre, set-points Visk Pis o
Control Area P(j) Control Area i
) Bus1 Bus2 BUSS5  virtual
Bus 0 e, , VDERey irtua
|LC2 Bus 01! V'* | 4
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Multi-Area Hierarchical DN Control: Objectives

(i) Respond fast to power change requests by TSO

(i) Area-based (e.g., aggregator) control using only local measurements

(iif) Maintain voltage and current constraints in DN

(iv) Grid and DER models kept private to each area controller

(v) Design must be agnostic to specifics of DERs

set

set

Pio0> 490
LCry) X—xf..(. oL
* ’ i JilXi * f
DERs measurements DERs measurements
Feeder Structure  setpoints perplre, set-points Visk Pis o
Control Area P(j) Control Area i
- Bus1 Bus2 Bus5
Bus O - + I Virtual
L LCal o VDERcy;
2 Bus O 1! V'* | L4
xsetH1C Prii.o irtua
g UGl | DERs
‘LC3 Bus 3 4
VDERca;
G o
M iinli
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Area Controller Design

Farhat et al. A Multi-Area Architecture for Real-Time Feedback-Optimization ..., |EEE TSG, 2024 (Hopefully!)

Control Area i Design:
@ z; = (pj,q;) are DER set-points

@ Child areas C(i) abstracted as
virtual DERs

@ fi;(x;) = control cost of DER j

@ p;0,di,0 = power export to the
Parent Area P ()

minimize Z fii(x5)

X; €EX;
JED;
subject to  17p;o(x;) = Piso (Xp(i))
1qu‘,0(Xz‘) = q:eg (%p(iy)
v, < V’i(xi) <V

(%) <1
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Area Controller Design

Farhat et al. A Multi-Area Architecture for Real-Time Feedback-Optimization . ..,

Control Area i Design:
@ z; = (pj,q;) are DER set-points

@ Child areas C(i) abstracted as
virtual DERs

@ fi;(x;) = control cost of DER j

@ p;0,di,0 = power export to the
Parent Area P ()

inimi: > fis(zy)

minimize
JED;

subject to 1" pyo(xi) = i (xp(s))
T S
1'qs0(xi) = Qi,e(g(XP(i))
v, < V’i(xi) <V

(%) <1

IEEE TSG, 2024 (Hopefully!)

Algorithm 1: LC Controller for ith CA

At each sampling time
[Step 1]: Receive set-points from LC of parent area P(z)
PIo(xpiy) = TPxp(iy, 456 (Xp(iy) = Tixp(s)

[Step 2]: Collect local measurements p;,0, q:,0, Vi, i, X;, X;
[Step 3]: LC performs the updates

A =Ps ()\i+a>\,, (11 pio —piS — Ei —T)\)\z))
uf ="Pso (uz +ay, (pi‘"é —1Tp;0 — rmul))
nt = Pso (m + o, (1Tq7 0 — a5 — Eiy — 7, m))

¥ =Pxo (¢i + oy, (‘ﬁf’o Tai,0 — Eiy =y, ))
¥ =Pso(vi+ oy (vi—Vi - 7‘71"/1))
vl =Pso (i +au, (v; = vi — 10,5))

¢ ="Px0 (Cz +ag, (11 —hi- T(&))
[Step 4]: LC updates (V)DER set-points

+ _ T +.
x} = argmin L} (x;, d}; xp(s))
X, €EX;

[Step 5]: Transmit set-points to LCs of each child area

pio(xh) =TPx!, qo(xh) =Tix!,  je€C@).
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Design Features

@ Local measurements used only by local controller (minimize delay)

Feeder Structure

BusO - it
LG
X3 LCl! 1(:5"'

LG

LG
DERs measurements DERs measurements
set-points. Pt set-points. Yokl Piosdio
Control Area P(i) Control Area i
Bus1 Bus2 BUsS5  yirtyal
VDERGy o
12 DER
Bus 04! v I +
o Virtual P
DERs e
Bus3 4
VDERcy

900kvar
(controlled)

. 900kvheS
Y(controlled)
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Design Features

@ Local measurements used only by local controller (minimize delay)

@ Local control requires only local grid sensitivity model (e.g., pi,0 = A;x;, etc.)

set set
Pi0s 900
LCep x_b‘}'{ R
v $ Ty ¢
DERs DERs measurements
Feeder Structure  set-points ) . set-points VP
Control Area P(i) Control Area i
BusO -~ lic,l” Busl Bus2 BUSS  virtual
f- o VDERca) DER
v Bus 04! v u 4
X3 Lcll . Virtual Pio
e DERs a
. Bus3 4
VDER,
=S

e sm7m

900kvar

00RiS- (controlled)

eontrolled)
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Design Features

@ Local measurements used only by local controller (minimize delay)

@ Local control requires only local grid sensitivity model (e.g., pi,0 = A;x;, etc.)

@ Real-time feedback confers robustness to model uncertainty; stability guarantees

set . set
Pio> 0
- LG
v X fi(xi) V¥ I\
DERs DERs measurements
eeaer Structure set-points. P set-points. Vil P aio
Feeder Struct )
Control Area P(i) Control Area i
BusO -~ | Bus1 Bus2 BUSS  yirtual
2 VDERca DER
v Bus 04! v u 4
Xzt Lcll o Virtual
Ap(i)c DERs
. Bus3 4
VDER,
=S8

. % \
e - e Sub7m

900kvar
(controlled)

| 900kvhey
(eontrolled
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Design Features

@ Local measurements used only by local controller (minimize delay)

@ Local control requires only local grid sensitivity model (e.g., pi,0 = A;x;, etc.)

@ Real-time feedback confers robustness to model uncertainty; stability guarantees

@ Computationally simple, systematically tunable

set set
Pio: 9,0
);.".(. | LG
i» fi(xi
\ ' M 4
DERs DERs measurements
Feeder Structure  set-points ) . set-points VP
Control Area P(i) Control Area i
BusO -~ lic,l” Busl Bus2 BUSS  virtual
g 12 VDERcx DER
v Bus 04! v u 4
Xzt Lcll o Virtual
e DERs a
. Bus3 4
VDER
=S8

e N - e Sub7m

# s00kvar

900k (controllod)

eontrolled)
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Design Features

@ Local measurements used only by local controller (minimize delay)

@ Local control requires only local grid sensitivity model (e.g., pi,0 = A;x;, etc.)

Real-time feedback confers robustness to model uncertainty; stability guarantees

Computationally simple, systematically tunable

@ Scalable to arbitrary numbers of coordinated areas

set set
Pio» 90 e o = Rogulator
< LC, ) ® Capacitor
¥ X, filxi) } I\
DERs DERs measurements e TR - “a Substafion
Feeder Structure _setpoints o set-points P { €
Control Area P(i) Control Area i Y
Bus1 Bus2 Bus5 X ! 1 Sookvar
Bus 0 ILCa VDERey Virtual 1 o
’ Busol v DER {eontrolled)
n
X Lcli o Virtual
e DERs
. Bus 3 &
VDER
=S8
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Toy Example: Five-Bus Feeder, 200kW Request

nl n2 n5 CA,
L1
1247:4.16 Load,
kv kv
Load;
0 T T
n
E/ -100 4
- i
> i
< 200 b P
150 + ! ! D‘YERZ & DER; r“esponding to 4

4« local disturbance in CA2

LA
E\,\, = e - -
7 “~1CA

f —DER, ||
DER 1 not participating in CA2 —DER,
disturbance response DER;
3 6 9 12 15
t(s)
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Example: 123 Bus Feeder

64

63
62

@ 6 Control Areas
@ 17 DERs

@ Track ramp signal from TSO

1
59 558 57 60/ 160r
CA3 [0
52 5350 55 56 2 B i T
S o161l |b76_ 778,79
o5 93 9180
% &7
94l92 2 s CA6 &
1
82 63

85
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Example: 123 Bus Feeder

Apy (kW)

W)

Apprr (k

-600

AT,
29 30 31 1
Cis0] N\es —1CA
2% 5 ; ‘ —6CAs
0 10 20 30 40 0 60
t(s)

—CA1 _CA3 —CA5

—CA2 —CA4 —CA6

20

t(s)

40

60
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Example: 8500 Bus Feeder

= Regulator

@ Capacitor

< (controlled)

2
Ycontrolled)

@ 49 Control Areas
@ 13 Nested Levels

Ll L2 L3 14 LS L6 L7 L8 L9 L10 L11 L12 L13

DERs 11 59 74 15 126 58 246 193 226 140 442 370 10:
VDERs 2 3 1 D25 N3N N4 N6 N6N N3N RSN N7N SN N

@ 2062 DERs (mix of 1¢, 2¢), and 3¢-connected) with & 1s response time

@ Track ramp signal from TSO
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Example: 8500 Bus Feeder

0

— -1000 g
=
:/ -2000 1
5

3000 i T

—49CAs
-4000 I I I I I
0 10 20 30 40 50 60
t (s)
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Example: 8500 Bus Feeder

0

— -1000 - B
=
\: -2000 - 8
5

23000 —on T

—49CAs
-4000 I I I I I
0 10 20 30 40 50 60

Our Next Goal: Demonstrate integration of
this TN-DN coordination scheme with
transmission-level fast frequency controller.
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Conclusions

o Fast frequency and voltage control using TN-connected IBRs
@ Fast, hierarchical, and scalable TN-DN coordination

@ Next: Integration of controllers
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Conclusions

o Fast frequency and voltage control using TN-connected IBRs
@ Fast, hierarchical, and scalable TN-DN coordination

@ Next: Integration of controllers

Opportunities at {control} N{energy systems} - -
@ Control architecture design

e Data-driven and learning-based control w/ guarantees ...

Parting thoughts:
o Now is the moment for control to impact grid operations

@ Should control architectures mirror market architectures?

@ Reliability/resilience must remain king
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Questions

g% The Edward S. Rogers Sr. Department
@ | of Electrical & Computer Engineering
X

N UNIVERSITY OF TORONTO

https://www.control.utoronto.ca/~jwsimpson/
jwsimpson@ece.utoronto.ca
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A Problem of Scale

@ In North America balancing authorities are the current “control areas”.

Balancing
Authority

Areas

As of October 2019

Mot e s for Camplc Purposes

Northwest Inset

Southwest Inset
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